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This thesisdescribeghe designandimplementatiorof a high performancenetwork interface
chip calledthe APIC (ATM PortinterconnecController). It alsodescribesrchitecturaknhance-
mentsto operatingsystem(OS) softwarethatarenecessaryo exploit someof the novel features

that hae been intgrated into this chip.

High-performanceaetwork interfacedesignhasreceved significantinterestfrom theresearch
communityin recentyearsbecauséraditionaldesignmethodologiedave not beensuccessfuin
translatinghigh network bandwidthsaandlow network latenciego improvedperformancéor appli-
cations.This canbeattributedto severalfactors:in the pastnetwork interfaceshave beendesigned
without carefulconsideratiomf the operatingsystensoftwareernvironmentin whichthey getused,;
main memorybandwidthshave not scaledat the samerate as network bandwidths;and network
interfacesandprotocolshave notbeendesignedo supportyuality of servicefor applicationsThese
arethe problemsaddressedby this thesis,the objective beingto develop nev mechanismsvhich
canresultin significantimprovementsin applicationperformanceln additionto incorporating
theseinnovative featuresthe APIC designborrowns provenandusefulideasfrom anumberof com-

mercial and research prototypes.



Oneof the waysin which the APIC addressethe memorybottleneckalludedto above is to
functionin a desk-are@&rnvironmentwheredifferentmemoriescanbe usedto spreadheload. The
ideahereis to dedicateone APIC chip andonememorybankto eachhigh-bandwidtidevicein the
systemtherebysheddingheloadfrom ahostsystem$ mainmemory SeveralsuchAPIC-memory-
device combinationscanbe daisy chainedto form a desk-areanetwork with high bandwidthand

low lateny characteristics.

Thereareseveralwell-knowvn operatingsystemoverheadsssociateavith in-kernelimplemen-
tationsof network interfacedevice drivers.Theseincludecontect switchlateng, systemcall over-
head andinterruptoverheadlt is possibleto remove anumberof thesenefficienciesandallow for
increasegyerformancdor endapplicationdf the datapathof thedevice driver canbeimplemented
asalibrary in userspaceWhile thisideahasbeenproposedn therecentpastthe APIC introduces
two new mechanismsProtectedMA andProtected/O, which togetherprovide for an efficient

method for the implementation of ussyace driers.

Another problemwhich plagueshigh-speechetwork adapterds calledreceve livelock; this
termis usedto describehe situationin which, underheary load, an operatingsystemservicinga
device mightendup spendingall its time in the interruptserviceroutine,andno usefulwork gets
done.TheAPIC introducesanovel conceptalledinterruptDemultiplexing, which takenalonecan
alleviate the effectsof interruptlivelock, but in conjunctionwith userspacedriverscansolve the

problem entirely

Network interfaces gxceptfor ATM interfaces have traditionally not provided specialmecha-
nismsfor supportingquality-of-servicgQoS)guaranteesEven ATM interfaceshave traditionally
supportedQoSonly to alimited extent.By providing pacingsupportindependentlyor large num-
bersof connectionsthe APIC is ableto efficiently andreliably supportQoS guaranteesimulta-
neouslyfor large numbersof multimediastreamsThis canbe especiallyusefulin the context of
large multimedia-on-demanseners.This featurewasmadepossiblethrougha novel pacerdesign

which uses a hardave d-heap data structure.

The APIC hasbeensuccessfullyimplementedn 0.35microntechnologyandis currentlyin
usein severalprojectsbothat WashingtoriJniversity andelsavhere,aspartof the NSF-sponsored

gigabit kits project.
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Chapter 1

Intr oduction

Althoughgigabit network designhasseemmajoradwancesn thelastdecadetheability of end
applicationsto fully exploit the capacityof thesenetworks hasbeensererely limited. From a
throughputstandpointthereis usuallya grossdisparitybetweerraw network bandwidthsandthe
maximum effective throughputthat can be achieved by end-applications.This becomesa very
importantissuein light of the emegenceof several high bandwidthmultimediaapplications. In
termsof lateng, the networking subsystemn an end hostoften addsenoughto the end-to-end
lateny thatit often exceedgor canevenbe severaltimes)the network propagtionandqueueing
delay Thisis especiallytruein local areanetworks,wherelateng is acriticial measuref perfor-

mance for interacte and distribted computing applications.

Thebottlenecksn anend-hosthatpreventapplicationgrom exploiting all or mostof theavail-
ablenetwork capacitymanifesthemselesin boththehardwareandsoftwarerealms. Fromahard-
wareperspectie, limitations have traditionally beenimposedby the peaksystemmemoryandbus
bandwidths,and from poor network interfacedesignpractices. From a software viewpoint, the
overheadof operationssuchasdatacopying, checksummingservicingof interrupts,and context
switchingaretypically responsibléor poorperformance.Severalresearcherbave recognizedhe
sourceof thesebottlenecksandidentifiedmechanismshatareat leastpartially effective in over-
comingsomeof thehandicaps.Thisis evidencedby theconsiderablditearaturethathasbeenpub-
lishedin recentyearson network interfacedesign.andon the structuringof protocolsin operating
systems [2,5,6,7,10,12,14,28,32,39,41].



We have attemptedo integratea numberof these“proven” good mechanismsalong with
somenew onesof ourown creationjn our attempto build a state-of-the-arigh performanceaet-
work interface. This documentdescribeghe designandimplementatiorof this network interface
chip (NIC), which is called the APIC W Port Interconnect Controller).

1.1. Goals

Theresearctpresentedn this documentattemptgo answerthe following fundamentafjues-

tions:

» Givencurrentchip technologyis it possibleto build aninexpensve network interfacethat
candeliver all or mostof the network capacityof a gigabit network to endapplications?
Canthis be donein a way that assuresomedegreeof quality of service(QoS)to these

applications?

« Canthis samenetwork interfacealsoefficiently supportlateng sensitve applicationghat

have to coeist with high bandwidth applications?

Oneof thenon-goalsof thisresearclis the preserationof the protocolstacksoftwarearchitec-
turecurrentlyusedin mostcommodityoperatingsystems.In otherwords,we assumedhatwe had
thefreedomto changehis softwarearchitecturen orderto bestachieve our goalof higherperfor-

mance.

While this thesisformulatesseveral new mechanismsnot all of them have beenvalidated
throughexperimentation.The reasonfor this wasto limit the scopeof the work — designand
implementatiorof a network interfacechip is a complex taskrequiringmary man-year®f effort,
andvalidationof all of the chip’s featuresvould have requiredconsiderabladditionalinvestment
of timein programmingandtestingthe requiredsoftware.lt is hopedthatmostof thesechip’s fea-

tureswill beexerciseday third partiesusingthechip, bothat WashingtoriJniversityandelsavhere.

1.2. Features of the APIC Chip

The prototypeAPIC designis our attemptat providing ananswetro the above questions.Tar-

getedfor ATM networks, it is capableof supportinga full duplex link rateof 1.2 Gb/s. Sinceone



of ourgoalswasto keep(aproductionversionof) theNIC inexpensve, thedesignis gearedowards
implementatioronasingleapplication-specifimtegratedcircuit (ASIC), with no externalmemory

required for lnffering or table handling. Some of the salient features of the APIC design include:

» The ability to actasa building block for System-AreaNetworks (SAN) and Desk-Area
Networks (DAN) [26,27].

* Remote controllability

« Multipoint and loopback support.

« DMA modesthatare designedo reducethe numberof datacopiesto zero(a zerocopy

architecture).

» ProtectedDMA andProtected/O, which arenovel techniqueghatallow buffer manage-
mentandchip control operationgo residein userlevel processesyithout compromising

OS protection mechanisms.

« Efficient mechanismslesignedo reduceinterruptfrequengy andinterruptserviceover-

head, while retaining the ability to be able to react quickly to lgteansitve events.

e Support for multiple trdic classes for QoS.

The APIC hasbeencodedin VHDL, andpassed detailedco-erificationwith a C++ simula-
tion of the chip’s behaioral model.It hasbeensuccessfullimplementedn 0.35microntechnol-
ogy, andis currentlyin usein several researchprojectsat WashingtonUniversity, aswell as at
severalotheruniversitiesandresearclhabsthatarepartof the NSF-sponsoredigabitkits initiative.
The softwaredriversfor the chip have beenimplementedn the NetBSD operatingsystemkernel,

and are currently in the process of being ported to Linux.

1.3. Contributions

The primary contribtions of this research are:



« Designof a single chip high performancegigabit ATM hostnetwork interfacewith dual
ATM ports,thatcanfunctionbothin a standalonernvironmentaswell aswith otheriden-

tical chips in a desk-area neixk ervironment.

» Protected DMA and Protected I/0O: A unigue meld of hardware and software that
enablesuserspaceprotocolsand applicationsto efficiently interfacedirectly to the NIC
for datamovement,without ary OS kernelinvolvement,and without compromisingOS

security mechanisms.

« Interrupt Demultiplexing: A featurethatwould permithigh bandwidthandlow lateng
applicationgo coexist without the adverseinteractionghatarecommonin todays imple-
mentationsAdditionally, this featurecanhelpreducethe effectsof interruptreceve live-
lock, which is a problemthat plaguesalmostall high performancenetwork interfacesin
usetoday Takentogethemith userspaceprotocolimplementationsisingProtecteddMA
and Protectedl/O, interrupt demultiplexing can entirely eliminate the receve livelock

problem.

» d-Heap Pacing: In orderto supportQoSguaranteeto individual multimediastreamsthe
APIC supportspacedconnectionsComparedo traditionalnetwork interfacesthe APIC
cansupportindependenpacingfor very largenumbersof connectionsthis hasbeenmade

possible through a wel architecture based on ham@he implementation of d-heaps.

Thethesisformulateghe abore mechanismandexplainswhy we believe they will functionas
describedHowever, asmentionecearlier we have chosemotto experimentallyalidateall of these
mechanism#n orderto limit the scopeof thework; it is hopedthatthe mary usersof thechip will
investthetime to write the necessargriversto programthosefeaturesnot exercisecby the default

driver, and publish resultsalidating maw of these mechanisms.

While the APIC tarmgetsATM asa network technologyit is importantto notethatmary of the
contributionsmadein thisthesisareapplicablan thelnternetcontet too. In particular it is feasible
toimplementEthernetadaptershatmake useof mary of thesameechniquesprovidedtheadapter
containsa programmablgaclet classificationenginethat can classify paclets basedon Internet

port numbers; in that case, an Internetvfleould tale the place of an™® connection.



1.4. Outline

Therestof thethesisis organziedasfollows: Chapter2 providesbackgroundandmotivation
for the problemaddressedherein.Relatedresearchin the areaof gigabit network interfacesand
desk-aremetworksis coveredin Chapter3. Chapter liststhe maincontritutionsmadein thisthe-
sis,with referencdo therelatedwork presentedn Chapter3. Chapters describeshe APIC archi-
tecture, while Chapter6 lays out the chip’s internal design. Chapter7 presentsa software
architectureanddescribesmplementecpiecesof this architectureChapter presentsesultsfrom
several experimentsperformedon a working prototypeof the chip. Finally, Chapter9 concludes

with a summary of the contutions and ideas for future research.



Chapter 2

Background and Motivation

Figure2.1shaws thetypical architectureof a modernworkstationor sener. Thereareoneor
moreprocessomoduleswvhichinterfaceto the system$ mainmemoryandto aprimaryl/O busvia
a processomemory interconnect. The latter could be implementedas a bus, but in modern
machinesit is usuallyagenerakwitchchipsetwith internalbuffering. A processomoduleconsists
of aprocessqrsomecacheandamemorymanagementnit (MMU) whichusuallycontainsatrans-
lationlookasidebuffer (TLB). Mostl/O devicesinterfaceto theprimaryl/O bus,eitherdirectly or
througha secondary/O buswhichin turnis connectedo the primary|/O bususinga busadapter
In thefigure,we donotshav thesesecondary/O busespecauséor themostpartwe areinterested
in high bandwidthdevices,including network interfaceswhich interfacedirectly to the primary 1/
O bus. A goodexampleof aprimaryl/O busis the PCI (PeripheralComponentnterconnectpus,
which originatedasa standardor PCs,but hassubsequentlgainedwidespreadcceptance the

sener and verkstation markts too.

Therearea few importantpointsto noteaboutthis architecturen the contet of high perfor-
mancenetwork interfacing. Therearetwo mechanisméy which deviceson the l/O buscancom-
municatewith softwarerunningon the hostprocessor(s).In the first techniquethe software can
useprocessoinstructionsto reador write datadirectly from or to the device. This mechanism,
called“Programmed/O”, worksby requiringthe device to make someof its internalmemoryand
registersavailableto the hostprocessorusually this is achieved by mappingthe device into an
unusedortionof the sameaddresspacethatis usedby the processoto accessnainmemory In

otherwords,by issuingload andstoreinstructionswith thesespecialaddresseghe processocan
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Figure 2.1: Typical Host Architecture

reador write to theregisters(or memory)residenonthedevice. Thiskind of accessnethods also

commonly referred to as “Memaory-mapped I/O”.

Thesecondnethodusedio communicatenformationbetweeranl/O device andsoftwarerun-
ningonthehostprocessois calledDMA (DirectMemoryAccess)Here,all communicatiorpasses
through special“shared” datastructuresthat are allocatedin the system$s main memory What
makesthesestructureshareds thefactthatthey canbereadfrom or writtento by boththeproces-
sor and the dace.

In practice bothmethodsareusedin mostdevices. Programmed/O providesa synchronous
accessnterfaceto the device, while DMA providesanasynchronougterface. Usually DMA is
the preferredtechniquewhen large amountsof dataare to be transferredto or from memory
becausét doesnottie up the processofor the durationof the transfer Programmed/O is useful
whensmallamountof dataareto betransferredor whentheinteractionneedgo besynchronous.

Usually, control interactions with the diee are implemented using programmed 1/O.

2.1. DMA Subsystems

Most modernNICs useDMA asthe preferredtechniquefor moving pacletsto or from main

memory TheDMA subsystenis thepartof theNIC thatis responsibléor all DMA relatedactions.



Oneof therequiredfeaturesof the DMA subsystenin a NIC is “scattergatherDMA”. This
refersto the ability to be ableto handlepacletswhich arefragmentedn memory Suchfragmen-
tation occursbecausegacletsare constructedy network protocolsso thatthey usuallyresidein
differentregionsof thememory Additionally, asinglepacletmaybebrokenupinto smallerpieces
thatresidein differentmemorylocations.This happensfor example,if the protocolwhich con-

structed the paclet used separate buffers for the paclket header and paclet data.

2.1.1. Wty is the DMA Subsystem so important?

Thedesignof theDMA subsystenin aNIC is madecomplicatedby thefactthatthereareser-
eraltrade-ofs to consider Oneof thesehasto dowith choosingoetweerbettermemoryutilization
andimproved performance.Another which is moreof a softwareissuebut hasa majorimpacton
theDMA subsystemhasto do with the selectionof anappropriatéAPI (applicationprogramming
interface)for applications:usually APIsthataremorecorvenientandeasietto useresultin worse
performanceA poorlydesignedMA subsystemvhichdoesnottake into accountheserade-ofs

and softvare interactions can result in phenomenally baatal performance.

Oneof themostimportantissuego considerin thedesignof a DMA subsystenis the number
of “datatouch” operations.Any time thatpaclet datais readfrom or writtento mainmemory it is
consideredo have been“touched”. A designshouldtry to minimize datatouchespecausef the
large nggative impactthatthey canhave on performance.Thereasorfor thisis thatmainmemory
bandwidthhasnot kept pacewith increasesn processoperformancesothatary reductionin the
numberof timesmemoryis accessetbr agivenpieceof datacanresultin largeperformanceains.
To seethis, considetthefactthatthemainmemorybandwidthof atypical PCwith a64-bitmemory
busis about2.2 Gb/sfor readsand1.4 Gb/sfor writes(thesearenumberdrom aPI11/450MHz PC).
For simplicity of analysis)et usassumehatthe memorybandwidthis 1.8 Gb/sfor bothreadsand
writes. If therewerek datatouchoperationstheneachword of datafrom thenetwork is effectively
accessed times,which meanghat from the viewpoint of the consumeiof the data,the effective
maximumthroughputhatcanbeachievedis only (1.8k) Gb/s. For two datatouchesthis number
goesdown to 900 Mb/s, for threeto 600 Mb/s,andsoon. Giventhevery highraw bandwidthssup-
portedby ourtargetnetwork (1.2 Gb/sfor the APIC), it is easyto seethatfor anything morethana

single datatouch, we may not be able to exploit all of the network’s capacity And with each
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Figure 2.2: Data Duch Owerhead in a Typical Protocol Stack

additionaldatatouch,the achiezablethroughputdropsrapidly. Clearly, it is beneficialto keepthe

number of data touch operations to a bare minimum.

It is not unrealisticto seenumbersashigh asfive datatouchesjn fact, mary modernTCP/IP

protocolstacksincur at leastthat mary datatouches. To seewhy this is so, considerFigure2.2.

Part(a) of the figure shavs the traditional protocol stack architectureusedin most of todays
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operatingsystemgthe exampleshown is for BSD Unix). Part (b) of the samefigure shavs what
happensvhenanapplicationwantsto transmitdata.Following the numberedeventsin thefigure,

we have:

1. Theapplication,which runsasa procesdn userspacefirst generateshe datato be
sentandwritesit to its own private buffer in user-spacepllowing which it makesa

system call to the socket layer to transmit the data;

2, 3. The socketlayer copiesthe datafrom the userbuffer into a setof kernelbuffersthat

are used to hold packets.

4. TCPreadghedatasothatit cancomputethe checksunwhich hasto beinsertedn the

packet header.

5. The network interface reads the data from the kernel buffer and transmits it.

Figure2.2(c)shavswhathappensn hardwarefor thesdive datatouchoperations Arrowsrep-
resentmovementof datacorrespondingo the five datatouchoperationsNotice that someof the
linesaredashedadashedine representthefactthatthedatamovementindicatedby theline may
notactuallyoccurif the correspondinglatais in cache.For example,if the systemcall to transmit
a pacletis madesoonafterthe applicationhasgeneratear otherwiseaccessethe data,thenthe
readportion of the copy (“2”) from userto kernelbuffer would with high likelihoodbe satisfied
from cache. Similarly, if TCP decidego transmitthe dataimmediatelyor shortly afterthe system
call to sendit is issuedthenthe checksuncomputationstep“4” would be satisfiedfrom cache.
Thus,in the bestcasetherearethreedatatouchegto memory)for any given pieceof data;in the

worst case, there aredi.

Using our earlier example,with 1.8 Gb/s of memorybandwidth,with five datatoucheswe
would be able to achie a throughput of only (1.8/8b/s, or 36(Mb/s.

Figure2.2only shavedthedatatouchedor anoutgoingpaclet; asimilarbut reversedsequence

applies on the incoming side.

Datatouchesare not badjust for throughputperformancethey alsoadwerselyaffect paclet
lateng, becausef the extratime the processospendsopying data. Clearly, it is importantto be

able to minimize data touch operations.
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2.1.2. NIC design choices that affect the DMA Subsystem

In this sectionwe look at somearchitecturakhoicesavailableto NIC designersandhow they

affect the DMA subsystem.

Cut-thr ough vs. Stoe-and-forward

Network adapterdall into two main cateyories:cut-through andstore-and-forvard. In acut-
throughadapterit is possiblehatthetransmissiomf aframecanbegin evenbeforetheentireframe
hasbeenreadout of mainmemory Onthereceving end,acut-throughadapteicanstorepartof a
framein main memorybeforethe entireframehasbeenreceied. In a store-and-fonard adapter
anentireframeneeddo be readfrom main memorybeforethe adaptemwill begin transmittingit.
Also, a store-andforward adaptemwill not write a frameinto main memoryuntil it hasfinished
receving the entireframe. Cut-throughadaptershave the advantageof lower delay and of not
requiringlocal memoryon the network interfacecard(NIC) to storeframes. They have thedisad-
vantagethat they might end up transmittingpartial framesif thereis an error, and of reporting

receipt of partial or corrupted frames (whichviesthe job of cleaning up to the scdtw).

Oneof thepossibletechniqueshatcanbeemplo/edto reducethe numberof datatouchess to
move thetransporiayerchecksuntomputatiorfunctioninto hardwareontheNIC. Thisis easyto
doonastore-and-fonardNIC (thechecksuntanbecomputedvhile moving databetweertheNIC
andmainmemory). Butin cut-throughadaptersit is notpossibleo computeandinsertachecksum
in the headeiof anoutgoingpaclet, becaus¢he heademay alreadyhave beentransmittedoy the
time we finish computingthe checksum.This meanghateitherwe would beforcedto useatrans-
portprotocolwith trailer checksumminger incur theoverheadf computingthe checksunin soft-
ware.Sincethe InternettransporiprotocolsTCP andUDP bothuseheadeichecksumsywe have to
incurthe overheadf computingthe checksumn softwarefor theseprotocols atleaston the send-
ing side.However, thereis atrick whichis oftenquoted(but seldomimplemented}jhatcanbeused
to allow the checksumcomputationfor an outgoingpaclet to proceedwithout the overheadof a
datatouch. Referringto Figure2.2,if the processowereto computethe checksunwhile copying
datafrom the userbuffer to the kernelbuffer (steps2 and3), thenno extra datatoucheswould be
involved. This schemecannoteasily be usedon the receving end, becauséhe outcomeof the

checksunverificationfor anincomingpaclet needgo be known well beforethe copy from kernel
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to userspacdakesplace. Sofor incomingpaclets,theonly wayto avoid adatatouchfor checksum
computationis to implementit onthe NIC in hardware. Notethatin this case headerchecksums
arenota problem,becausalthougha cut-throughadaptercannotusuallyverify the correctnessf
sucha frameby itself, it canprovide the computedchecksurnover the frameto the softwareand
leave thejob of verificationof the checksunfi.e.,comparingt to thevaluein the pacletheader}o

the softvare.
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Figure 2.3: Impact of On-board Memory on Data Buches

On-board memory or not?

Anotherdesignchoicethat affectsthe DMA subsystenis whetheror not the NIC hasanon-
boardmemorythatcanbe usedasa stagingbuffer for paclets. Figure2.3 shovs how the number
of datatouchesanbereducedf aNIC containson-boardnmemory Figure2.3(a)is arepeabf Fig-
ure2.2(c),usedfor comparisonsin Figure2.3(b),the kernelbuffers (seeFigure2.2(a,b))areallo-
catedfrom memoryon the NIC, andthe kernelmaovesdatafrom userbuffersinto theseon-board
buffers using eitherprogrammed/O or DMA. If programmed/O is used,the checksuntanbe
computedduring the copy loop, therebyresultingin only two datatouchoperationgasshowvn in
thefigure).If DMA is usedto move databetweermainmemoryandthenetwork interface thenthe
additionaldatatouchfor checksumminganstill be avoidedif the network interfacecomputeghe
checksumwhile performingthe DMA operation.Figure 2.3(c) shavs a third alternatve which
involvesno mainmemaoryaccesseatall (zerodatatouches)theuserbuffersareallocatedrom the

NIC’s on-boardmemory (we assumeon-boardchecksumsupport). Although this soundsvery
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attractve, it isusuallynotaverypracticalapproactbecausé wouldrequirelargeamountof mem-
ory onthe NIC, andthe applicationwould have to know in advancewhereit shouldwrite its data
to (i.e., to which NIGs huffer).

Whatif we didn’t have on-boardmemory?As mentionedearliet the APIC doesnot have ary
on-boardmemoryto keepcostdown. Whatwe would like to seehappenis for the datato move
directly from the applications userspacebuffer to the network interface,which canthendirectly
transmitthe data.Similarly, on receve, we would like to be ableto receve datadirectly into the
userbuffer. As we shallseelater, the APIC’s ProtectedMA andProtected/O featuresdo enable

this kind of data meement.

On-board processor or not?

A numberof NICs have on-boardprocessorandfirmwarethatis usedto performvariousNIC
relatedtasks. Thishasbothadwantagesnddravbacks;often,on-boardprocessordrive upthecost
of theNIC, but they provide moreflexibility in the sensdhatmorefeaturescanbeaddedasneces-
sarywithout a lot of work. Usually with suchNICs, the methodby which the driver for the NIC
interfacedo therestof the OSremainghe samehowever, someresearcherbave arguedfor maov-
ing portionsof the protocol stackonto the NIC. Increasingly this approachhasgaineddisfavor
becausét requiresvery closeinteractionbetweerthe OS on the hostandthe softwarerunningon

the NIC’s processor

2.2. Architectural Impact on Latency

Sofar, we have beenfocusingon the overheadof datatouch operationsresultingfrom data
copying andchecksummingn the protocolstack. Sincedatatouchegeduceheeffective available
memorybandwidth they have anadwerseeffectonthroughput.However, becaus®f theextratime
involvedin copying andchecksumminghey alsoaffectend-to-endateng. Therelative impactof
theseoperation®nlateng is quite smallhowever, exceptin alocal-areanetwork (LAN) wherethe
network propagtiondelaycanbe of the orderof a few tensof microseconds.Several distributed
computingapplications suchasdistributedinteractve simulations,Network File Service(NFS),
remoteprocedurecall (RPC), etc. could benefitfrom a very low end-to-endateng. For such

lateny sensitve applications,it makes senseto not only minimize the impact of datatouch
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operationsbut alsooperationsuchassystemcalls, interrupts,andcontext switching,all of which
have anadwerseimpacton lateng. In modernoperatingsystemssystemcallsandinterruptover-
headscanbe of theorderof afew to severaltensof microsecondswhich is comparabléo the net-
work delayin aLAN. Aswe shallseelater, ProtectedMA andProtected/O achieve the goal of
direct movementof datato andfrom userspacewithout kernelinvolvement,therebyeliminating
systemcall lateng. Thatleavesthe overheadof interrupts. Usually, interruptoverheadcannotbe
avoidedfor lateng critical applicationsunlessthe device is continuouslypolled. Thelatteris not
apracticalalternatve, sothe costof fielding aninterruptcorrespondingo alateny sensitve event,

such as paek arrval, cannot beaided.

2.2.1. Impact of interrupts on latency

Interruptsposeanothemproblemfor lateny sensitve applicationswhich manifestdtselfin the
presencef otherhigh bandwidthapplicationswith which it mayhave to coexist. High bandwidth
applicationgypically have a high pacletarrival rate,andthereforemay getinterruptedvery often.
Toreduceheprocessooverheadf having to servicenterruptsveryfrequently severalapproaches
have beensuggestedall of which try to reducethe frequeng of interruptsby processingnultiple
interrupteventswith only asingleinterrupt.In a mixed ervironmentwith bothlateng-critical and
high-bandwidthapplicationsthis canhave the negative side-efect of significantlyincreasinghe
lateny seenby delay-sensitie applicationsThis is becauseheseapplicationsdo not gettimely
notificationof paclet arrival events,sincetheseeventsget processednfrequently andin batches
alongwith large numbersof othereventscorrespondindgo otherhigh bandwidthapplicationsin
suchmixedernvironmentsjt would be beneficialto have someway to allow lateng-critical appli-
cationsto still have theirinterruptsservicedn atimely mannerwithoutadwerselyimpactinghigh-
bandwidthapplicationgwhich areusuallynot lateng-sensitve). As we will seelater, the APIC’s

interrupt demultiplging technique achies this objectie.

2.3. Recere Livelock

In aninterruptdriven system,interruptservicetakes priority over all otheractiity. As men-
tionedearlier if packetsarrive too fast,the systemwill spendall of its time processingecever
interruptslt will thereforehave noresourceseft to supportdelivery of thearriving pacletsto appli-

cations, and no resourcego allow the applicationto consumethe receved data. The useful
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Figure 2.4: lllustration of Receve Livelock

throughputof the systemwill dropto zero.This conditionis referredto asreceivelivelodk [38]: a
stateof the systemwhereno usefulprogresss beingmade becausé¢he processois entirely con-

sumed with processing reeer interrupts.

Figure2.4 (adaptedrom [38]) demonstratethe possiblebehaior of throughputasa function
of offeredinputload.|deally, no matterwhatthe paclet arrival rate,every incomingpacletis pro-
cessedHowever, all practicalsystemshave finite capacity andcannotreceve andprocesgaclkets
beyond a maximumrate (determinedby the processospeedandthe applicatiuon-dependebst
of receving and processinga paclet). Given this practicalconstraint,we would like the paclet
paclet processingateto remainpeggedat this maximum,evenwhentherateof arrival of paclets
is higherthanthe maximum .However, becausef therecevelivelockeffect,thesystemthroughput
may drop off to zeroasthe paclet arrival rateincreasesasshavn in thefigure. Note thatthisis a

direct result of thedct that interrupt service te& priority wer paclet processing.

Relatedo the problemof receve livelockis the problemof stanationof transmitsunderover-
load.In mostsystemspaclet transmissions doneat alower priority thanpaclet receptionpnthe
assumptiorthatthis will causdower pacletloss.However, underheary receve traffic conditions,

the systemmay spendmostof its time servicinginterruptsfor incoming paclets, so that paclets
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waiting to betransmittedwill not getan opportunityfor service.Thisis calledtransmitstanation
[38].

All proposedechniqueso alleviatelivelockrely onsomehav matchingtheinterruptrateto the
rateof consumptiorof paclets,but theproblemremainsonethatdogsall modernadaptersWe pro-
posea softwaretechniquehatcandelaythe onsetof receve livelock, therebyallowing for higher
throughputeforetheonsetof livelock.In the context of the APIC, we will alsoshav thatby com-
bining ProtectedMA andProtected/O with InterruptDemultiplexing, we cancompletelyelimi-

nate the problem of rea livelock.

2.4. QoS Support in Netwrk Interfaces

Most corventionalnetwork interfaces barringATM interfaces have usuallynotincludedary
specialsupportfor provisioningquality of service(QoS)for differentapplicationsin otherwords,
they have treatedall traffic in abest-efort mannerin thecaseof ATM networks however, the net-
work attemptgo provision differentgradeof serviceto differentapplicationsit accomplishehis
by requiringapplicationdo contractwith the network on how muchtraffic loadthey wouldlikethe
network to carry Theapplicationfor its parthasto ensurehatit keepgo its portionof thecontract,
which usuallymeanssomeconstraintseedto be imposedon the rate at which traffic is injected
into the network by the application.Suchconstraintscanbe implementedn softwareon the end-
stationsput this canprovide only avery coarse-grainetkvel of controlonthetraffic burststhatare
fedinto thenetwork. By incorporatingspecialQoSsupporton anetwork interface,it is possibleto
offloadthe packet schedulingvork from theprocessqgrandalsoto achieze muchfinergraincontrol
overthe profile of injectedtraffic. ATM network interfacestypically provide this level of QoSsup-
portin theform of pacedchannels Eachapplicationflow is mappednto apacedchannelandthe
network interfaceensureghatall traffic from the channels injectedinto the network ata pre-con-

figuredpacing mate

In a sensethe pacingrateis the “peak rate” for an application.However, this shouldnot be
taken to meanthat only constantbit-rate (CBR) applicationsare supportedby this paradigm:
Figure 2.5 shavs thata variablebit-rate(VBR) applicationcanenqueudurstsof data(for exam-
ple,videoframes)thatareto betransmittecbn a pacedchannelwith afixedpacingrate.Eachindi-

vidual burstwill betransmittecat the pacingrate,but whenthe network interfacerunsout of data
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Figure 2.5: Behaior of a paced channel

to transmitat the endof a burst,no moredatawill beinjectedinto the network until the next burst
is enqueuedor transmissiorby the applicationsoftware. Sincethereare idle periodsbetween

bursts, the resulting tréd profile fits the description of a VBR stream.

How shouldthe pacingratefor achannebe chosen?If the channeis the sourceof datafor a
switchedVC (SVC)thatwassetupusingsomesortof ATM signallingmechanismthenthequality-
of-service(QoS) parametersiegotiatedwith the network during the connectionsetupphasewill
usuallyplaceanupperboundon the maximumrateat which cellson thatconnectiorcanenterthe
network. This “peakrate” becomeghe pacingratefor the connectionandit is up to the software
to ensurethatthetraffic burstsenqueuean the channelarecompliantwith othernegotiatedQoS
parametersFor a CBR source the pacingrateshouldbe setequalto the “constant”bit rateof the
source andthesoftwaredoesnotneedto do arnythingmore— the APIC will take careof transmit-

ting data from the channel at the correct rate.

Whatcanwe doif thereis no contractwith the network thattells ushow to setthe pacingrate?
This happensvith anATM permanentirtual circuit (PVC), for example. Onealternatieis to use
the network interfacein best-efort mode,andrely on higherlayer congestiorcontrol techniques
(eg., TCPcongestiortontrol). Anotheralternatveis to varythepacingratein responsé¢o feedback
mechanisnfrom the network. Thefeedbackcanbe assimpleasdetectionof apacletloss,orit can
bemorecomplex — for example the ATM availablebit-rate(ABR) mechanisnusesexplicit feed-

back from switches within the netwk.

Mostexisting ATM network interfacesdo notsupportmorethana smallnumberof pacedchan-

nels.lt is assumedhatthe softwarewill mapmultiple applicationflows into oneof the channels.
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Thisbecomedlifficult to dowhentherearemary applicationswith varyingrequirementsTherea-
sonthat network interfaceshave not traditionally supportedarger numbersof pacedchannelss
becauseheproblemof hardwareschedulingor mary differentchannelsvith varyingpacingrates
is non-trivial. The APIC designincorporatesnovel mechanisnusinghardwared-heapdo address
this issue.This approackcanscaleto supportmary thousand®f pacedchannelsandalthougha
bettersolutionto this problemhassubsequentlipeenproposedthe APIC’sapproachremainsavia-

ble, if some&vhat expensve, alternatie.

2.5. Userspace Potocol Implementations

Traditionally, protocolimplementationfiave beenOSkernel-residentin termsof throughput,
thismodelworksreasonablyvell if thefrequeng of datapathoperationsattheuserkernelbound-
aryislow. Thisisthecasewhenanentirelykernel-residenimplementatiorof abyte-streantrans-
port protocolsuchasTCPis beingused. This is becausesendandreceve datapathoperationsat
the userkernelboundarycanwork with large databuffers correspondingo applicationdataunits
(ADUs), andthereforeneednotbevery frequent. In Unix for example theseoperationsareimple-

mented using read and write system calls to aetock

If communicatiorattheuserkernelboundaryis in termsof individual paclets(alsocalledpro-
tocoldataunits,or PDUs),thenthe overheadf requiringa systemcall perpacketcanresultin very
poorthroughput.Therearetwo importantscenariosn which this is important. Thefirst is in the
contet of datagramapplicationsfor examplethoseusingUDP. The seconds in the context of

userspace library implementations of protocol stacks, which are desirable/évakeasons:

* They enable implementation of smaller and mofeieit OS lernels (microkrnels);

« Userspaceprotocol implementationsare easierto program,dehug, distribute, upgrade,

and maintain;
 Applications can customize protocols depending on their specific requirements;

* The processschedulingpoliciesof the OS kerneltrivially cover both applicationandpro-

tocol processing, which mag the task of QoS enforcement within the end-system easier
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Recentlytherehave beensereralresearctefforts[17,18,24,33,40ihathave attemptedo make
userlevel library implementation®f protocolstacks,n sucha way thatthey canbe linked with
applicationprograms.Most of theseefforts have relied on traditional network interfaces,which
necessitatéhatthe device driver be kernel-residentThus,eventhoughprotocolswould bein user
spacetransmissiorandreceptiornof datawould requiresystemcallsto thekernel.Systencallscan
be expensve; a null systemcall cantake onthe orderof tensof microsecondn modernworksta-
tionsrunningdervativesof the Unix operatingsystem.In andof itself, this is badfrom the view-
pointof minimizing end-to-endateng for lateng/-senstve LAN applicationsBut thehigh costof
systemcalls canalsoresultin poorerthroughputf the protocolshave notbeenimplementectare-
fully. Mostresearcherasho have exploredlibrary implementationef protocolshave givenserious
attentionto amortizingthe overheadf asystemcall over multiple operationgsuchassend/receie
of a paclet) by batchingtheminto a singlesystemcall. This placesanunnecessargurdenon pro-
tocolcodersandmakesthecodelessportableandmoredependenbntheunderlyingoperatingsys-

tem. Furthermore, ib@cerbates the aforementioned latepmblem.

To solve theseproblems systemcalls andthe kernelshouldbe removed from the critical data
path.In otherwords, the device driver for the network interface shouldbe implementableas a
library in userspaceWhile this canbe doneeasilyif thereis only a singleapplicationprocessit
becomesmuch more difficult when there are multiple processesunning on the host-processor
which needto accesghe network simultaneouslyThe problemarisesbecauseonventionalnet-
workinterfacesarecontrolledby adevice driverthatoperatesn asystem-widdrustedcontet (usu-
ally, the kernel). With multiple processesontrolling the network interfacedirectly, the issueof
maintainingthe operatingsystems protectionpolicies betweenprocessesarises.Resolvingthis
issuerequirescooperatiorfrom the network interfacein the form of specialsupportfor userlevel

protocols.

Figure2.6illustratesthe difference$etweerthetraditionalkernel-residentontrolmodel,and
the userspacecontrol model. The figure distinguishedbetweentwo kinds of control operations:
thoseonthedatapath,andthoseonthe controlpath. Datapathoperationsareexecutedeverytime
somedatais sentor receved, while control pathoperationsarerelatively rare,andusuallyneedto
be executedonly onceor a few timesin a connectiors lifetime. This distinctionis important,

becausat meansthat datapath operationsare executedvery frequentlyandthereforeshouldbe
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Figure 2.6: Traditional versus Userspace Contol Model

optimized,whereagontrolpathoperationsarerelatively rare,sothereis not muchto be gainedby
optimizingthem. Examplef datapathoperationsnclude:queueinganddequeueinglatabuffers
on queuescorrespondingo DMA channelsjnforming the network interfacethat thereare new
buffersin thesequeueschangingthe pacingrateof a channein responséo applicationdemands,
etc. Examplesof controlpathoperationsnclude:settingup DMA channelsandconnectionsadd-
ing endpointgo a connectiongtc. Notethatsomeoperationssuchassettingthe pacingrate,can
be consideredo be control pathoperationsf they areexecutedonly once(or rarely) aspartof an
initialization sequenceandcanbe consideredo bedatapathoperationsf repeatedxecutionsare

necessaryvery time some data has to be sent or vecki

Returningto the figure,we seethatin thetraditionalmodel,whena userspaceprocessvants
to usea network interfacedevice, both controlanddatapathoperationseedto passthrough(and
beblessedy) theOSkernel. In theuserspacecontrolmodel,only controlpathoperationsieedto
pasghrough(andbeblessedy) the OSkernel;thefrequentlyoccuringdatapathoperationslo not

need ag kernel interention (and therefore are mord@ént).
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Figure 2.7: Potection concens in the userspace contol model

Sincewe have removedthekernelfrom thedatapath,the network interfacehasto take overthe
job of “blessing”all datapathoperations.Here,"blessing”’meansnsuringhatthe protectionpol-
iciesimposedby the kernelarenot violated. In the context of an ATM network, theseprotection
policiesmanifesthemselesassetsof operationghatareconsideredo be“legal” for the“owner”
of an ATM connection A userprocesss saidto be the owner of a connectionif it holdsan OS
grantedcapabilityfor thatconnection. Usually, the procesdhatis responsibldor openinga con-
nectionbecomeshe ownerof the connection.Referringto Figure2.7,it shouldbeillegal for user
process to senddataon connectiorVC, whichis ownedby userprocessA. Similarly, it should
beillegal for userprocess$ to beableto receve dataarriving on VC¢, whichis ownedby userpro-
cessC. As anotherexample,oneuserprocesshouldnotbeableto changehepacingrateof acon-
nectionfor which it doesnot hold a capability (i.e., it is notthe owner). In the traditionalmodel,
suchcheckswvereperformedn softwareby thekernel. With theuserspacemodel,they becomehe

responsibility of the netark interface.

Notethatin the contet of the above discussiona similar conceptcanbe appliedto TCP or

other transport leel paclet flows in an IP netark, in the place of AM connections.

It is importantto notethatthe userspacecontrolmodelimplies a differentsoftwarestructure.
In particular large portionsof the network interfacedevice driver canbe migratedto userspace.
Wewill henceforthreferto this partof thedriver, whichrunsin anuntrustedcontect andis typically

implementedas a library that can be linked with the application,asthe userspacedriver. The
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trustedportion of thedrivertypically residedn thekernel,andis responsibldor all controlopera-
tions, for dictatingprotectionpoliciesthatwill applyto userspacedrivers,andfor fielding device

interrupts — we will henceforth refer to this part of theveirias the &rnel drver.

As we notedabore, theuserspacecontrolmodelhelpsin termsof boththroughputndlateng.
Furthermoreit enablefficientimplementatiorof application-customizablgserspaceprotocols.
Theuserspacecontrolmodelis arelatively new paradigmandaswe shallsee s supportedy the

APIC using tvo nev mechanisms: Protected I/O and Protected DMA.
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Chapter 3
Related Work

Several researchgroupshave attemptedto designand implementhigh-speechost-netverk
interfacesover the pastfew years.The APIC designbuilds uponthe succes®f theseefforts by
adoptinga numberof usefulfeaturesandimproving or improvising themfor our target erviron-

ment.

3.1. Related veork in network interface design

Oneof theearliesteffortsin high-speeahetwork interfacedesignvasthenetwork adapteboard

(NAB) [32], whichwasespeciallydesignedo supporthe VMTP transporprotocol[4]. As shovn

Memory Processor
1
Controller I
T Checksum | Encryption
I g Logic Logic >
| Network
Link
Host Interface
Host Block Copier
Host Bus

Figure 3.1: Netvork Adapter Board (NAB) Ar chitecture
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in Figure3.1, the boardincludesa microprocessoand memorysubsystemThe buffer memory
whichis implementedisinga VRAM, is usedasa stagingareafor the transmissiorandreception
of paclets.Theserialaccesportof theVRAM is usedfor transferdetweerthehostandthe NAB,
andbetweerthe NAB andthe network. Therandomaccesgortis usedfor the on-boardprocessor
to manipulatedatain the memory This processois responsibldor a lot of the “common case”
paclet processingwhich include a firewall function andthe errorfree transmissiorof paclets,
while the hostprocessois responsibldor the “rare case”processingincludingacknaviedgement
and retransmissiorof paclets. The main contribution of the NAB architecturewas the idea of
smartlypartitioningprotocolprocessindgetweerthehostCPUandthe board,a conceptwhich has

seen continued use in most modern NIC designs, including the APIC.

TheNectarcommunicationsccelaratoboard(CAB) [1] is ahost-netverk interfacethatcon-
nectsthrougha 10 MByte/sVME interfaceto thehostsystemIt too hasanon-boardorocessaqrbut
thedifferences thatthe CAB processors responsibldor all of thetransporiprotocolprocessing.
By mappingthe CAB’s on-boardmemoryinto the addresspaceof the applicationrunningon the
host processarit is possibleto achiere a zero-coy architecture,as was demonstratedn
Figure2.3(c). However, this style of NIC designhaslost favor becauseof the large amountsof
memorythatwould berequiredontheNIC, andbecausét requirescloseinteractionbetweersoft-
warerunningon the hostandthat on the NIC’s on-boardprocessarAdditionally, Clark et al. [5]
have amguedthatin the caseof TCP/IPthe actualprotocolprocessings of low costandrequires

very few instructionson a perpaclet basis andthuscouldbeleft onthe hostwith minimalimpact.

WashingtonUniversity’s Axon project[39] representsn attemptat designinga high perfor-
mancehostcommunicationgarchitecturdor high-bandwidthdistributedapplications.This archi-
tectureallows processeto sharetheir virtual addresspaceswhena processattemptso accessa
segment/pagehatis notin its mainmemory it canberetrievedfrom alocal disk or from aremote
machine.The NIC designallows network datato be copieddirectly into the applications address
spacewithoutary store-and-fonardhop,andarguesthatall perpacletdatapathprotocolprocess-
ing (includingthetransportprotocol)shouldbeimplementedn hardware.As mentionedabore, it
hassincebecomepparenthathigherlevel protocolprocessings bestleft to hostsoftwarefor rea-
sonsof flexibility and portability, andthe impacton performancewvould be minimal. The Axon

architecturevasneverimplementedbut a simulationof thearchitectureshoved promisingresults.
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ATM network interfacesbearingmentionincludethe onefrom Fore Systemsand Cambridge
University/Olivetti Research25], which puts minimal functionality in interface hardware. This
approaclassignalmostall tasksto thehostprocessatincludingsegmentatiorandreassemblyro-
cessing.This approactsuffersfrom two dravbacks:first, modernhostprocessoarchitecturesre
optimizedfor dataprocessingnotdatamovementandsothehostwould have to devote significant
resourcedo managethe high-rate datamovement.Second,operatingsystemoverheadof this
approacltanbe substantiavithout hardwareassistancéor objectaggregationandeventmanage-

ment.

AnotherATM adapteis Bellcores OSIRISDecstatiorb000interface[10], which connectghe
hosts TURBOchannel/O busto a622Mb/s OC-12ATM link. Thisinterfaceplacesall datamove-
mentandpercell operationsn customhardware,while control pathfunctionsincluding segmen-
tationandreassemblySAR) areimplementedisingtwo on-boardprocessorsihile thisapproach
doessimplify theNIC design|t is oftenmorecost-efective to implementSAR functionalityin cus-

tom hardvare, and implement mgrhigher leel control operations directly on the host processor

The University of PennsylaniaATM network interface[41] wasdesignedor the IBM RS/
6000workstation andwasusedto connecit’s Microchannebusto a155Mb/s OC-3ATM link. It
featuredhardwareimplementatiorof the ATM sggmentationandreassemblyipeline, using off-
the-shelfprogrammabléogic devicesandmemorychips.The protocolstackis partitionedsothat
all percell functionsare carriedout usingdedicatechardware,while hostsoftwareis responsible
for higherlevel protocolprocessingandfor controlling packer movementto/from memory One
aspecibof this interfacethatbearsmentionis thatit canoptionally usethe Microchannelbus’ 1/O
channelcontrollerin orderto allow the network interfaceto have contiguousaccesdo scattered
pagesdn physicalmemory Thisrequireghel/O channekontrollerto have amemory-management
unit (I/0-MMU), which needdo be setupby thehostprocessoprior to datatransfer Useof this 1/
O-MMU providesthe network interfaceor otherdevicesthe ability to directly streamdatainto or
outof theaddresspaceof userspaceprocessesSincemostmodernPC andworkstationarchitec-
turesdo notfeaturel/O channekontrollerswith softwareprogrammablé&IMUs for virtual address
spaceaccesdy devices,thisdesignis notgenerallyapplicableunlesssuchaMMU isimplemented
on the NIC itself.
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Van Jacobsors WITLESS [31] interfacedesignfirst introducedthe conceptof a single-copy
interface.Theideawasto have a sharedmemory(usuallyresidenton the NIC card)which allows
randomacces®y boththeNIC andthehostprocessowithout affectingeachothers performance.
Whena programsendsdata,the networking codecopiesthe dataimmediatelyinto buffersin the
sharedmemory The variousprotocol handlingroutineswork on the datain the sharedmemory
including prefixing of headelinformation,etc. The network interfacecanthentransmitthe paclet
in asingleoperation.On theincomingside,theinterfaceplacesreceved pacletsin buffersin the
sharednemorybeforeinforming thenetwork codeof theirarrival. Thedataremainin thesebuffers
until aprogramasksto receve them,atwhich pointthey arecopiedinto theprograms buffer. Note
thatin bothcasessincethe processors doingthecopying, it canalsocomputethe checksunover
the datain the copy loop, therebyavoiding an additionaldatatouchoperationfor checksumming.
However, ontheincomingside,the computedchecksurris usuallyrequiredby network protocols
beforethey cancopy datainto theapplications addresspacesothata WITLESSNIC would have

to provide on-board checksumming teced the werhead of an additional data touch.

Thereis asubtlepointwhich beareemphasifiere;notethatthe WITLESSarchitectures called
single-copybecauseéhe host processolis responsiblefor copying databetweenthe application
buffer andthe NIC-residentsharednemory If the NIC weredoingthe copying (usingDMA), the
architecturevould have beentermedzen-copy asexemplifiedby the University of Pennsylania
interfacedesign.Note thatin both casesthe numberof datatouchoperationss identical,the dif-
ferences in whetherhost-processaryclesareusedto do the copying or not. Thereis someconfu-
sionasto whatto call anarchitecturavherethe applicationbuffersthemselesresideonthe NIC,
in which casethereareno copiesmadeatall, by eitherthe hostprocessoor theNIC, andthe num-
ber of datatouchoperationgo itemsin the system$ main memoryis zero. Somearguethatthis
approachshouldbe termedzero-copy, but sincethis style of architectureis almostnever used
(becausat tiesthe applicationdesignvery closelyto the systemarchitecture)we will ignoreits

nomenclature for the purposes of this thesis.

The WITLESSsingle-cojy architecturéhasthe advantageover zero-coly architecturesn that
it canachieve thesamenumberof datatoucheswithoutrequiringarny changeso applicationaising
the soclet API; it hasthe disadwantagethat processorcycles are spentcopying the data,andit

requires lage memories resident on the NIC.
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There are two implementationsof the WITLESS architecturein the literature. The HP
Medusd2] interfacewastargetedat connectinga HP PA-RISC Apollo series700 workstationto
anFDDI network. The secondgeneratiorof this design,calledthe Afterburner[9], wasdesigned
to connectthe samemachineto a variety of network links (including HIPPI and ATM) at upto
1 Gbps.

3.2. Network interfaces supporting userspace contol

Chapter2 introducedthe conceptof a userspacecontrol modelfor network interfacesto sup-
port userspaceprotocols.With this modelin mind, the APIC includessupportfor two special
mechanismsalledProtectedMA andProtected/O. In parallelwith the APIC effort, therewere
two otherresearclefforts thatattemptedo achieve the sameobjective, althoughthey did it using

mechanisms diérent from those used by the APIC.

Thefirst of these proposedy Druscheletal. [14], wasa softwareextensionappliedto theon-
boardprocessoon the Bellcore OSIRISinterfacedescribeckarlier Equivalentto a variantof the
APIC’s Protected/O feature this schemeantroduceshe conceptof anapplicationdevice channel
(ADC). An ADC allows anapplicationrunningin userspaceaead/writeaccesso only thosemem-
ory-mapped/O registerson the interfacethat correspondo connectionghat are owned by the
application.The memory-mappedfO registerson the device cancorrespondeitherto device con-
trol registers,or to physicalmemoryresidenbnthedevice. In thelattercasethe protocolsrunning
in userspacecanmove datadirectly to andfrom buffersresidenton the device usingprogrammed
I/0 with an ADC.

Figure3.2 demonstratebown the ADC mechanisnworks. The perconnectiorregistersonthe
network interfacearemappednto its memory-mappedddresspacen suchawaythatall registers
correspondindo a connectiorfall into the samephysical pageframe,andno pageframecontains
registersfor morethanoneconnectionThus,all device registersfor aparticularconnectiorcanbe
accessethroughphysicaladdressethatfall within the samepageframe(or setof pageframes,if
the machines pagesizeis not large enoughto hold all the registers)in the physically addressed
memory-mappet!O spaceof thedevice. Whenauserprocessnakesa connectiorsetuprequesto
the OSkernel(asa control pathoperation) the kernelmodifiesthe systempagetableentriessuch

thatthepagecorrespondingo theconnectioris mappednto theprocessvirtual addresspaceawith
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Figure 3.2: Poviding protected access toegisters using VM &erloading

read/writepermissionsThe processiow becomeshe owner of the connectionandit cancontrol
theconnectiorby readingor writing theregisterson theinterfacedirectly, without having to make
systemcallsor otherwisdnteractwith arny trustedcode.Theprocescannothowever, controlother
connectionghatit doesnt alsoown, becaus¢he pagescorrespondingo thoseconnectiongarenot
mappednto its virtual addresspaceTo summarizethe systems virtual memory(VM) protection

mechanisms areverloaded to pnade protected access to gmmnection déce registers.

In the caseof the OSIRISinterface,the ADC conceptis usedto allow userprocesse$o read
andwrite to buffer descriptorsesidenin theon-boardnemory Eachpagein thatmemoryis bound
to anATM connectionandcontainsa queueof transmitor receve buffer descriptorsin addition,
theoperatingsystenkernelhasto provide theon-boardorocessowith alist of mainmemorypages
whichanapplicationusingthe ADC is allowedto accessln theoutboundiirection theuserprocess
usesan ADC to enqueue buffer descriptorcontaininga pointerto the datato betransmitted The
OSIRIS’ on-boardprocessorchecksto seeif the pointeraddresdalls within one of the allowed
physicalpagedor theconnectiorbeforecommencinddMA to readandsendthedatafrom themain
memorybuffer. If it is determinedhattheaddresss notvalid for the ADC onwhichit wasqueued,

the on-boardprocessorassertsan interrupt, and the operatingsystemin turn raisesan access
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violation faultin the offendingapplicationprocessThe addressesf receve buffers enqueuedy

an application are similarly chestt in the inbound direction.

TheU-Netinterfacework from Cornell[19] implementsamechanisnthatis functionallyiden-
tical to ADCs.. The U-Net interfacewasimplementedasa modificationto thefirmwareon a Fore
Systems$SBA-200ATM adapterwhichfeaturesanon-board960 processoBecausehetargethost
is a SparcStation-20/1@he adapteresideson the SBus.Like mostl/O busesthe SBushasfewer
addresdinesthanthe mainmemorybus, which limits the region of memorythatcanbe accessed
by I/0 devices.This hecessitatedatatransferto andfrom speciallydesignatedommunicatiorseg-
mentsin themainmemory As with ADCs, U-Netcommunicatiorsggmentshave to beboundto an
ADC channe(referredto asa“endpoint”’in U-Netpapers)Thisrequiregpre-programminghenet-
work interfacewith alist of all thepagesorrespondingo a segment.Again, it is theresponsibility
of the on-boardprocessoto verify thatan applicationis only sendingfrom or receving into seg-
mentsthat have beenboundto an endpointthat it owns. This involves matchingeachqueued

address agjnst the list of alid pages for an endpoint.

U-Net specifiesa software architectureor usewith a U-Net enablednetwork interface. This
architectureenablesuseof Active Message$20], which allow receiptof a messagéeo resultin
upcallsto anapplicationroutinethatis specifiedn the messagethe Active Messagegnableffi-
cientoverlappingof communicatiorandcomputatiorin multiprocessordJ-Net style ADCs allow
theActive Messagesoncepto beextendedo multiprocessorsonstructedrom networksof work-

stations running in a more distued erironment (e.g. eer a LAN).

Morerecently anindustryconsortiuncomprisingCompagjntel, andMicrosoftannouncethe
developmentof a Virtual Interface(VI) Architectuie specificatior[43], which is tamgetedat stan-
dardizingthe mechanisnby which network interfacesprovide directuserspaceaccesdo applica-
tions over system-areanetworks (SANs). The VI architecturerequiresapplicationsto register
addressangescorrespondingo virtually contiguouswired memoryregionswith the VI network
interface.Thisinformationis usedby the adaptetto build pagetablescorrespondingdo legal pages
in useby eachapplication similarto the ADC conceptBecausét is targetedfor usein aSAN ervi-
ronmenthowever, the VI architecturespecifieshe communicatiorprotocolswhich include setup
to establisranend-to-encconnectiondentifierthatis usedto tag paclets(similarto anATM VC).

It also supportsuncorventional data transfer operationssuch a remote direct memory access
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(RDMA), in whichthesendeof amessagés allowedto specifythedestinatiorbuffer for atransfer

Also supported is reliable dediry of messages through avldevel transport protocol.

3.3. Desk-Area Networks

As mentioneckarlier the APIC architectureallows multiple APICsto beinterconnectedb one
anotherandto 1/0O devicesin orderto form a desk-areanetwork (DAN). A DAN is anarchitecture
in whichapaclketswitchsenesasaworkstationnterconnectWork ondesk-areaetworkswaspio-
neerechtthe Universityof Cambridgg26], andwasalsopursuedndependenthatMIT by Tennen-
houseetal [27] aspartof the VuNetproject. While the Cambridgedesignaimsto usea singlesuch
interconnecfor all componentsncluding CPU, memory anddevices,the VuNet systemis more
like a system-areaetwork in thatit targetsinterconnectiorof multiple workstationsstorage and

I/0 devices to one-another

Both of theseefforts areaimedat usinga generakwitchbasednterconnectvithin ahostcom-
puter The CambridgeDAN wasbuilt usinga Fairisle ATM switchandahome-grevn multiproces-
sor operatingsystemthat runson eachof the nodesconnectedo the switch. Eachdevice in this
architecturehasan associategort controller featuringa processememory subsystemthe port
controlleris responsibldor communicatingwith otherport controllersandto the hostoperating
system.The VuNet systemrelies on a switch which is a dumb crossbar;t is assumedhat the
devicesconnectedo theswitchwill containfunctionalityto enablehemto commandhe switchto
routecellsto the appropriateoutputports. This will usuallyinvolve a ATM virtual circuit lookup

within the netverk interface connecting dées to the switch.

3.4. Reducing Interrupt Overhead

Interruptoverheadcanplay animportantrole in determiningthe performanceof a high band-
width network interface. Therehave beenvarioussuggestiongaimedatreducingthis overheadFor
example,in the contet of the OSIRIS interface,Druschelet al. [14] suggestdisablingtransmit
interruptsaltogetherandcheckingfor thecompletionof transmissiorasa partof otherdriver activ-
ity. On receve, they interruptonly whennew dataarrivesandthereis no old datathat hasnot
alreadybeendequeuedby thedriver; this hasthe desirablesffect of theinterruptbeingissuedonly

once per burst of incoming paclets. Traw et al [41] suggestdisalloving interface interrupts
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altogetherandinsteadpolling theinterfaceon periodichardwareclockinterrupts. Theseproposals
do not addresghe adwerseimpactsuchschemes$ave on lateng/-sensitve applicationsandthere

has beenery little in the literature on supporting such gdxerironments.

3.5. Recere Livelock Elimination

Therecevelivelockproblemmentionedn thepreviouschapteiis describedn [38]. Therehave
sincebeenefforts to addresghis problem.Jefrey Mogul andK.K.Ramakrishnardescribea soft-
ware-centrianethod[34] which worksto avoid livelock by requiringthe operatingsystemkernel
to carefully schedulenetwork interrupts the sameway it schedulesprocessexecution. This
approachrequiresthatthe systemcheckto seeif interruptprocessings taking morethanits fair
shareof resourcesandif so, disablinginterruptstemporarily The operatingsystemcan infer
impendinglivelockbecausdt is discardingpacletsdueto queueoverflow, or becauséiigherlayer
protocolprocessingr usercodeis makingno progressor by measuringhefractionof CPUcycles
usedfor paclet processinginterruptscanbere-enabledvheninternalbuffer spacebecomesvail-

able, or uponygiration of a timer

A schemeéo avoid receie livelockby carefuldesignof anetwork interfaceis describedn [30].
This approachrequiresthe network adapterto be equippedwith enoughintelligenceto be ableto
detecthostinputloadlevelsandusethis informationto dynamicallymodulatethe rateat which it

interrupts the host for paekinput.

Anothersolutionto livelockis lazyreceiverprocessingLRP)[13]. In the LRP paradigmthe
network interfaceis tightly coupledto higherlayersof theprotocolstack andit demultiplexespack-
etsto their destinatiorsoclet queue Protocolprocessings performedatthe priority of therecev-
ing application ratherthanatinterruptpriority. The assumptiorhereis thatthe network interface
hasan on-boardprocessarthe firmware of which is speciallydesignedo interfacewith the host

processos protocol stack in order to demultiplpaclets directly to their destination sak.

3.6. Q0S support or network interfaces

Therehave beenseveral researclpaperghat describemechanismgo implementQoSin net-
work switchesandrouters[44,11]. However, therehave beenrelatively few schemeslesignedo

work in the context of a network interface.One reasonis that network interfacesfor non-ATM
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networkstypically provide best-efort serviceonly for all packets,anddo not attemptto shapethe
outgoingtraffic streatn ary way. With ATM network interfaced00o,the QoSsupporthasbeerfairly
limited in mostcommerciakdaptersfFor example the Efficient NetworksATM interfacesupports
a small numberof pacedchannelgor which a pacingrate can be specified,andall connections

should be mapped into one of these channels.

A pacingschemeébasedn ActiveVCI ringsis describedn [35]. In this schemeYCl numbers
areenterednto slotsin acirculararray Eachslotin thearraycorrespondso atransmitopportunity
onthewire; afreerunningpointeradvanceshroughthe arrayonceperopportunity If the current
arrayslot containsavalid VCI, acellis transmittedon thatconnectionptherwisethetransmission
opportunityis lost. In eithercasethe pointeris advancedo the next slotin thecirculararray The
sizeof thearraylimits theminimumratethatcanbe specified . The softwareis assignedhetaskof
settingup the elementsn thering to matchthe desiredratesof the differentconnectionsUnfortu-

nately the contentsf thering have to be modifiedevery time a connectiorbecomesdle or active.

More recently following recognitionof someof theweaknesseis the APIC’s pacingscheme,
JonatharTurnerproposeda hovel pacingalgorithmbasedon timing wheels[42]. Turners scheme
allows spacingbetweentwo consecutie cellson a connectiorto vary from theideal (determined
basedn the connections pacingrate)by afew percentbut correctsfor this variationovertimein
orderto preventdrift. Throughtheuseof thisapproximationTurnerachiezesscalabilityin thepac-

ing algorithm without rcessie logic cost.

As shown in Figure3.3, Turners schemeworks by maintainingmultiple timing wheels,each
of which hasa nominal cell rate associatedwith it. The pointerin eachwheel adwvancesat the
wheels nominalrate;if the ratefor wheeli is onecell every b cell times,thenthe pointerwould
advanceby oneevery b cell times.Whenthis happensthelist of cellswaiting in thecurrentslotis
movedto the outputlist, which containscellsreadyto betransmittedon thelink. Theoutputlist is
servicedat the rate of onecell percell time. To schedulea channelto transmita cell in the next i
celltimes,weinsertthecelli positionsaheadf the pointerin thewheelwith thefinestgranularity
(i.e.,thehighestnominalrate).If i is solargethatthewe would wrapin this wheel thenwe succes-
sively try wheelswith coarsegranularitiesuntil anappropriatevheelhasbeenfound.Becausef

thecoarsegranularityof somewheelswe maynotbeableto schedulghecell exactlyi cell times
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in thefuture;in thatcasewe keeptrackof thedifferencein achannekable,anduseit to make up

by adjusting the spacing between future cells correspondingly
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Chapter 4

Contrib utions

In this chapterwefirst list the differentproblemareagelatedto high-speeddaptedesignthat
areaddressebly theresearclpresentedh thisthesis We will thenlist our contributions,shav how
they addresghe problemareadsdentified,andin light of therelatedwork presentedn Chapter3,

demonstrate an adacement in the state-of-the-art.

4.1. Poblem Statement

As outlinedin Chapter2, thereare a few differentproblemareasthat canbe identified with
respect to high speed netik interface design:

« Memorybandwidthandl/O buslimitations constrainthe numberof high bandwidthmul-

timedia deices that can be used within a host.

 Typical implementationsof current protocol stacksinvolve mary data touches.This
resultsin poorthroughpuinto andout of memoryfor bandwidth-intensie applicationsas

well as higher latencies for latgnsensitve applications.

» To enableefficient userspaceprotocol implementationspetwork interfacesneedto be

able to support the usepace control modelfettively.

* Thereis no easyway for bandwidthintensie applicationsto co-exist with latengy sensi-
tive applicationsgiven currentnetwork interfacedesigntechniquesand operatingsystem

structures.
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» Thereceve livelock problemcontinueso remaina major obstacleto achieving high per-

formance in modern netwk interfaces.

» For QoSsupportnetwork interfacesneedto be ableto performpacingover largenumbers

of connections with diérent and independent pacing rates for each connection.

4.2. Owerview of Solutions

TheAPIC directly addressemary of theseproblemswhile simultaneouslgnablingconstruc-

tion of low cost interéices that hae no on-board processor or memory

The numberof high-bandwidthdevicesin a systemis constrainedy the total memoryband-
width availableto thesedevices.The APIC allows morememoriedo beused,in orderto increase
thetotal effective memorybandwidth It doesthis by permittingselectedlevicesto have dedicated
stagingmemoriesandby allowing constructiorof a packet-switcheddesk-areanetwork compris-
ing thesedevices.A uniquedaisy-chainedlesk-areaetwork architectures describedandthecon-
ceptof remotecontrol of devicesis introducedto effectively supporithis architectureUnlike the
Universityof Cambridgeor VuNetdesk-areametworks,the APIC doesnotrequirea processoded-
icatedto eachdevice. It alsodoesnotrequireagenerapurposeswitchto form theheartof thedesk-
areanetwork; the APIC’s daisy-chainedrchitectureallows for gracefulcostscalingin proportion

to the number of connectedwvilees.

The APIC allows for a zero-coy architecture Zero-coy is enabledthroughtwo different
mechanismg-or monolithickernel-residenprotocols,a DMA techniqueeferredio asPool DMA
canbecombinedwith padet-splittingto allow datatransferdetweeranapplicationandthe APIC
to occurwith no interveningcopies.For userspaceprotocols,the APIC supportszero-copy with
the userspacecontrol modelusingthe ProtectedDMA andProtectedl/O mechanismsThe user
spacecontrolmodelremorveskernelinterventionfrom thedatapath,andthereforgpermitsthe APIC
to supportverylow latenciedor applicationghatdemandt. All earlierattemptsat providing zero-

copy behaior have required at least one of the foling:

* have requiredprotocol processingo be implementedon the network interfacecard (e.g.

CAB, Axon), thereby requiring compienteraction with the host operating system
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 have required the system to pide an I/0 MMU (e.g. UPenn intexrte)

* have required an on-board MMU on the NIC (e.g. OSIRIS, U-Net).

The APIC doesnotsuffer from ary of thesedravbacksIn addition,all but the UPenninterface
haverequiredon-boardprocessorto implementhezero-copy functionality while the APIC design

is able to ma&k do without one.

The APIC hasone of the first implementation®f the userspacecontrol modelfor network
interfacesWhile the ADC andU-Network wasdonesimultaneouslythe APIC’'s approacthasser-
eral key adwantages.The Protectedl/O mechanismis very similar to the ADC and U-Net
approachedyut it allowsfor muchfinergrainedprotectionpoliciesto beenforcedjn particularthe
operatingsystemcanenforceprotectiondown to individual registersonthe device. Thisis not pos-
siblewith the ADC or U-NetapproachesAdditionally, ProtectedMA is anovel mechanisnthat
supportsDMA directly to andfrom userbufferswithout the needfor on-boardor system-supplied
I/0 MMUs. Sincemostsystemaonotsportanl/O MMU, andsinceprovisioningoneonanetwork
interface can increasethe cost of the interface,thereis a significantadvantageto the APIC's

approach.

Existing network interfaceand operatingsystemdesigntechniquesdo not gracefullysupport
simultaneougxecutionof bandwidth-intensie andlateng/-sensitve applicationsTo give ananal-
ogy here,operatingsystemschedulerdiave for a long time provided the meansfor the processor
resourceto be effectively sharedby CPU-intensie applicationsand delay-sensitie interactve
applicationsHowever, the sames nottruefor the network resourcehatis managedy a network
interface;no known solutionsexist in the literatureto the problemof allowing high-bandwidth
applicationgo coeist with delay-sensitie ones.The problem,asmentionedearliet is thatband-
width-intensve connectiongperformbetterwith alow frequeny of interruptevents,which imply
that interruptsneedto be widely spacedapartin time, or that the interface needsto be polled.
Lateng-sensitve applicationspn the otherhand,would preferimmediatedelivery of eventnotifi-
cationsthroughinterrupts.Thesearecontradictinggoalsif theinterruptpolicy usedfor bothtypes
of connectionss the same The APIC solvesthis problemthroughtheintroductionof a new tech-
niquecalledinterrupt demultipleing, which allows theinterruptpolicy to be separatelhspecified

for the two types of applications.
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Theinterruptdemultiplexing techniquealsoenableshe APIC to addresshe problemof receve
livelock. Taken by itself, this techniquecan delaythe onsetof livelock by allowing more useful
work to bedoneon eachpacleton aperinterruptbasis.Takentogethemith theuserspacecontrol
modelasimplementedoy ProtectedMA andProtected/O, the APIC cancompletelyeliminate
receve livelock. This is achiesed by allowing both protocol processingand driver processingo
occuratthesamepriority astheapplication Unlikewith Lazy Recever ProcessingseeChaptei3),
the APIC’s approactdoesnot requirethe network interfaceto run specialsoftwarethatis awareof
andcloselyinteractswith thehostoperatingsystemThisis asignificantadvantagegiventhenum-
ber of differentoperatingsystemsandthe numberof time operatingsystemaeedto be upgraded.
Also, unlike the otherapproacheto thereceve livelockproblemdescribedn Chapter3, the strat-
egy usedby the APIC doesnotrequirecomple feedback-basei@chniqueshatrely onmodulating
theinterruptfrequeng in respons&o changesn load, makingthe APIC approacheasietto imple-

ment and more portable to fdifent operating efironments.

The APIC alsoeffectively supportsguality of serviceby allowing the specificationof pacing
ratesindependentlyfor large numbersof connections.This is achiesed throughthe innovative
d-heappacingalgorithmthatwill bedescribedn Chapter5. TheActive VCI ringsschemevutlined
in Chapter3 suffers from the following drawbacks:it requiresvery large amountsof memoryto
handlefine grainedspecificatiorof rates;enablinganddisablingconnectionsareintensve opera-
tionsthat cantake a long time to complete which is significantbecause connectiomeedso be
disabledvheneerit runsoutof data,andre-enabledvhenaer new datais availableto betransmit-
ted; andit requirescomple algorithmsto add or drop connectionsThe APIC approachsufers

from none of these disadntages.

Turners pacingschemealsodescribedn Chapter3, is possiblyabetterway to do pacingthan
the APIC’s approachhut it wasdevelopedafterwards,andin responsdo the deficienciegecog-
nizedwith respecto the APIC schemeThe APIC’s schemaloeshave theadwantagehatit is ideal
to averyfinegranularity which couldbecomémportantf thereceving device hasvery smallbuff-
ersor expectsan evenrate of traffic reception.However, exceptin thesecases,Turners scheme

appears to be the preferred state-of-the-art solution to the pacing problem.

In conclusion;Table4.1presentscomparisorof the APIC vis-a-vissomeof theothernetwork

interface designs presented in Chapter 3.
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Chapter 5

Ar chitecture Owerview

This chapterprovidesan overview of the APIC architecturejncluding mary of its features.
Severalof thenovel mechanismalludedto in previouschaptersiredescribedere alongwith indi-
cationsasto how they might be used Note howeverthatmary detailsaswell assomeof themore

arcane features of the chipviesbeen omitted from this document.

5.1. APIC as a Netwrk Interface Device

The primary and mostimportantfunction of the APIC chip is thatof an ATM host-netvark
interfacedevice. In otherwords,its mainjob is to connecta computersystem(PC,workstation,or
sener)to an ATM switch port (seeFigure5.1). Whenfunctioningin this capacity the APIC pre-
sentdwo maininterfacedo theoutsideworld: oneis abidirectionall/O businterfaceto theattached
computersystemandthe otheris anATM portinterfacethatis usedto send/receie ATM cellsto/
from anATM switch. Sincethe APIC is anelectronicdevice, bothof theabove interfacesareelec-
tronic. However, the connectionto the switchis usually over opticalfiber, soin the normalcase
thereneeddo beaspecialtranscerer device thatconnectghe APIC’'s ATM portto anopticalfiber
(transmit/receie) pair. Thus,atraditional-stylenetwork interfacecard(NIC) built aroundheAPIC
would hold, in additionto an APIC chip, the transceter device andsomesupportlogic. Sucha
boardwould plug into anavailablel/O busslotin thecomputersystemandpresentsocletin the

backplane for the optical fiber pair that will connect it to the switch.

In Figure5.1,theNIC transmitdataby doingadirectmemoryacces§DMA) to readdatafrom

specifiedbuffersin the systems main memory andinjectingan ATM cell streambuilt usingthat
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Figure 5.1: Location of an AM NIC in a Computer System

datainto the ATM network. Similarly, whentheNIC recevesdatain cellsonits ATM port, it writes
thedatainto buffersin themainmemory againusingDMA. Thus,from theNIC’s perspectie,the
mainmemoryis theproducerandconsumenf ATM data. If adevice (for example thecamerahas
datato sendto the ATM network, the processowill first have to arrangeto getthe datafrom the
cameranto the mainmemoryfrom wherethe NIC canreadandtransmitit. Similarly, if avideo
streamarriving on the ATM input port of the NIC hasto be sentto the display it will have to go
throughthe systems mainmemory As describecearlier this canbe a problemif therearemary
high bandwidthdevicesin the system pecaus®f thelimited mainmemorybandwidth.This leads
usto thesecondmainfunction of the APIC, whichis to sene asabuilding block for a Desk-Area
Network (DAN) thatwould allow datastreamgo bypassthe main memoryandprovide a direct

path from the netark to various deices in the system.

5.2. APIC-based [ANs

In orderto supportdesk-areametworking, the APIC incorporates secondATM portwhich can
beusedto daisychainmultiple APICstogetherasshovn in Figure5.2. Notethatthisis adeviation
from corventionalATM network adapterswhichusuallyhave only asingleATM port. In thedaisy
chainedDAN shawn in thefigure,thereis oneprimary APIC chip which interfacegto the systems
I/0 bus,andsenesasthe primary network interfacefor the system. All theremainingAPICsare

eachconnectedo anl/O deviceandsomememory These'l/O modules’mayoptionallyalsohave
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Figure 5.2: An APIC Interconnect as a Desk Aga Network

alocal controlprocessqrbut moretypically they arecontrolleddirectly by the systems mainpro-
cessor(s)With thisDAN architecturegdatacanmove directly betweerthenetwork andl/O devices,
without having to pasghroughthesystems mainmemory Thus,for example the APIC couldtake
avideodatastreamoriginatingat the cameraandtransmitit to the ATM network asan ATM cell
stream.Notethatcellsfrom this streammaytransit(unchangeddhroughotherAPIC chipsenroute
tothenetwork. As anotheexample anATM cell streancontainingvideodatathatis recevedfrom
thenetwork canbesentdirectly to adisplaydevice without having to go throughthe system$ main
memory TheDAN canalsobeusedto directly communicatéetweerdifferentdeviceswithin the
samesystem.As anexample avideostreanmfrom thedisk couldbesentto thedisplaydevice using

the APIC interconnect.

O The connectiorbetweerthe ATM portsof two APICscanbeeitherelectronic(PCBtracesor a
ribbon cable)or optical fiber. In the latter case optical-to-electronidranscerer deviceswill
needto be used. Distanceof up to 10 feethave beenachieved usingribbon cable;for longer

distances, optical fiber is needed.
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Figure 5.3: Rerfect Shuffle Topology

A daisy chainis not the only interconnectopology that is possibleto build using APICs.
Figure5.3shavs aninterconnectvith a perfectshufle topology which hasthe advantageof lower
delayfor cells:thenumberof hopsfrom any APIC to ary otherAPIC is O(lg n), asopposedo O(n)
for thedaisychain,wheren is thetotal numberof APICsin theinterconnect.(Notethatto simplify
thefigure,we have chosemotto shov theindividual devicesthatwould beconnectedo eachAPIC
overits busport). It is alsopossibleto build othertopologiessuchasatoroidalmeshor amanahat-

tan street netark using APIC chips.

Althoughwe have describedhe useof thetwo ATM portsof the APIC only in the context of

desk area netwrks, other uses can bevesioned as well. & example, APICs can be used:

to huild local area netarks (LANS);
« for processor interconnects in parallel (super)computers;

to build ATM switch port cardsthat could be usedto selectvely procesgpacletsentering

or leaving a switch port, or for tréi€ scheduling and/or policing;

 as a netwrk tap used to monitor tifid on an AM link and collect statistics.
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« to build senersand clientswith enhancedeliability resultingfrom dual pathsbetween

seners and clients.

H WashingtonUniversity is currentlyworking on a few projectsthat utilize the APIC in oneor
moreof theapplicationscenariosnentionecabove. Oneof the projectsuseshe APIC to con-
structswitch port cards(SPCs). Anotherprojectusesthe APIC asa network monitoringtool.
A third projectusesthe APIC to attachan|P processoto eachportof anATM switch,thereby

enabling the construction oéxy high performance and scalableatig IP routers.

5.3. Ports and Connections

5.3.1. The AM Ports

The prototypeAPIC chip supportsa 1.2 Gh/smaximumlink rateon eachof its two inputand
two outputATM ports. Theseportscomplywith the ATM Forum’s UTOPIA (UniversalTestand
OperationHY Interfacefor ATM) standardyhich specifieghe (electronic)interfacebetweeran
ATM-layer device (the APIC) anda PHY-layer device (the optical/electronidranscerer). Each
UTOPIA port hasa 16 bit datapathwhich is usedfor speedof 622Mb/s (OC-12)and1.2 Gb/s.
Operation at 15Mb/s (OC-3) is also possible using onlpi® of the 16oit data path.

5.3.2. The Bus Brt

TheAPIC’s1/O businterfaceis compliantwith theindustrystandardCllocal bus. Both PCI-
32 (32 datalines)andPCI-64(64 datalines) versionsaresupported.Only the 33 MHz versionof
the PCI bus is supportedgiving us a bus peakrate of 1.05Gb/sfor PCI-32and 2.11Gb/s for
PCI-64. The APIC is theoritically capableof sourcingandsinking dataat the maximumpaossible

rate achieable on the PClus.

O Themaximumachievabledatarateis lower thanthe peakbusratebecausef addresandturn-
aroundcyclesbetweertransactionsjuringwhich nodatacanbetransferredonthebus. Larger
transaction®n the busaremoreefficient, becauseherearefewer wastedcyclesrelative to the
numberof usefulcycles. Theobtainabledatarateis alsodependentn otherfactorssuchasthe
maximummemaorybandwidth(whichis sometimesslow as500Mb/s), thecurrenioadonthe
busandmemorysubsystemsandthearchitectureandperformancef thebridgechipsbetween

the PCI lus and memory
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5.3.3. Virtual Connections (VCs)

TheAPIC supportsatotal of 256 ATM virtual connectiongVCs) eachfor transmitandreceve.
Eachsupported/C canbe configuredto useary VPI in therangefrom 0 to 255,andarny VCI in
therangefrom 0 to 65535. In otherwords,the entireVPI/VCI rangeis supported.Theonly con-
straintis thatno two openreceve VCs canhave the samelow-order8 bitsin their VCIs. All state

associated with a VC is stored on-chip.

0 Thenumberof supported/Cs maysoundik e very few comparedo the numberseingquoted
by mary commerciaivendors.We feelthat256is morethanenoughfor workstationsandPCs.
For demandingsener applicationsmoreVCs mayberequired. Our choicein this matterwas
guidedby the numberwe felt could fit comfortablyon the chip, becauseve wantedto avoid
having ary additionaloff-chip memoryto hold VC state. At onetime, we did consider(and
indeed spentconsiderableffort in) trying to maintainthe VC statein the hosts memory and
implementinga type of cachingmechanisio bring only requiredVC stateinto the chipin an
on-demandashion. However, the hardware andtiming issuesinvolved with sucha design
provedvery difficult to tackle.Futureversionsof the chip thatusea smallerfeaturesizecould
easilyhold statefor 10240r moreVCs eachfor transmitandreceve, which is enoughevenfor

all but the most demanding servapplications.

5.4. Basic Operation

Thedefaultbehaior of the APIC (afterreset)is to forwardwithoutmodificationary cellsarriv-
ing atoneof thetwo input ATM portsto the otherATM port for output. We will henceforthrefer
to this paththroughthechipasthetransitpath Therearetwo otherpathshatcellscantakethrough
the chip: aeceive patland atransmit path These are described belo

In orderto achieve anything otherthandefault transitforwardingthroughthe device, it is nec-
essarnyfor thecontrollingprocessoto configureVCs onthechip (wewill describehemethodused

to configure the chip later).

TheAPIC will passall cellsrecevedonaninput ATM portthatbelongto anopenreceve (Rx)
VC to thehost. Thisis doneby writing thedatafrom the cell into buffersin memoryaccessedver
the APICS tus port. This is theeceive path
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Notethatthememorythatis accessedverthebusportis eitherthehosts mainmemoryor the

local memory for a dece; we will henceforth refer to this as an AR&ternal memory

Ontheoutgoingside,atransmit(Tx) VC canbe configuredio senddataon a specifiedoutput
port. Datafor aTx VC is readfrom buffersin externalmemoryby the APIC andusedto generate
astreamof ATM cells. Theseareforwardedto the specifiedoutputport, wherethey areinterleaved

with transit cells before being transmitted This istthasmit path

5.4.1. Segmentation and Reassembly

The datathatis read(written) from (to) externalmemoryis in the form of ATM Adaptation
Layer (AAL) frames. The procesf breakingan AAL frameinto ATM cellswhich canthenbe
transmitteds calledsegmentationandthe procesof takingoneor morerecevedcellsandrecon-
structingan AAL framefrom thosecellsis calledreassembly ATM network interfacedevicesare
often referredto as SAR (segmentationand reassemblyXevices. The APIC supportstwo AAL
types: AAL-0 and AALS.

5.4.2. Rackets and Frames

Throughouthisdocumentywe usethetermframeto referto eitheranAAL-0 frameoranAAL-
5 frame,andtheterm padket to referto the higherlevel unit of datathatis encapsulatedithin a
frame. Onthetransmitside,a pacletis usuallypassedo the APIC driver codeby eithera network
layer protocol (eg., IP), or a natve ATM transportlayer protocol. The driver is responsiblefor
encapsulatinghe pacletin aframe,andpassingheframeto the APIC for segmentatiorandtrans-
mission. Onthereceving end,the APIC passeseassemblettamesto thedriver, whichis respon-
sible for extracting the paclet from the frame and delivering it to the appropriatehigher layer
protocol. It is veryimportantto notethatthe APIC operate®nly onframes andis for themostpart

oblivious to the ristence of paots.

5.4.3. Cut-through Behaior

In Chapter2, we describedhe differencebetweena cut-throughadapteranda store-and-for-
ward adapterThe APIC is designedasa cut-throughadapter Whenthe APIC hasto transmita
frame,it readsportionsof the framecalledbatchesinto its on-chipmemoryandtransmitshoseas

soonasthelink becomeswvailable. Batchesarecomposeaf oneor morecellsworth of data;they
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aredescribedurtherin Section5.5.5.0nthereceving end,the APIC will attemptto write batches
of cellsbelongingto aframeto externalmemoryassoonasthe busbecomesvailable;notethatit

does not wit to recere all cells belonging to the frame before doing this.

H An APIC NIC canpossiblyalsobe usedasa store-and-fonard adapteby addingsomelocal
memoryonthe NIC boardinto which the processoplacesframesto betransmittedandwhich
the APIC canuseto storereceved frames. However, thereare several hardware level issues
relatedto addingsuchlocal memoryon the boardthat have not beenaddressedby the APIC
designteam,sincewe felt thatthe valueof doingthis wasquestionabléit increaseshe costof

the boards without much added benefit).

Oneof theprimarymotivationsfor designinghe APIC asa cut-throughadapteis to avoid the
needfor ary on-boardmemoryon the NIC (andthe needto have extra pins on the chip to access
sucha memory). This significantlyreduceghe costof a NIC, andachieresbettersharingof the
system$ main memoryresource. It alsoeliminatesthe problemof decidingthe size of on-board
memory:no onesizeworksfor all applications.But moreimportantly it meanghatan APIC NIC
hasno scarceresource®n the board;aswe will seelater, this allows for betterstructuringof pro-

tocol stack implementations in an operating system.

Of coursepurchoicedoesmearthatwe haveto live with thedravbacksassociate@vith having
acut-throughdesign(seeChapter2). Oneproblemhasto dowith thefactthatacut-throughadapter
canendup transmittinga partial frameif thereis anerror, andit couldreportreceiptof partial or
corruptedramesto software.This problemis notaseriousone,sincesucheventsarerare,andit is
easyto recover from themin software. Of more concernis the problemof (transportprotocol)
headerchecksums Becausef pre-isting standard¢TCP), it is not possibleto mandatehatthe
checksunfield shouldresidein thepaclettrailer. Of coursewe couldjustleavethechecksumming
all to software, but this canhave an adverseimpacton TCP performancevhich we would like to
avoid. The APIC provides for a TCP checksumassiston the receving end, as describedin
Section5.9.1.However, aswe mentionedearlier the problemis morewith the sendingside,and

here the APIC dérs no hardware level solution.

H We will seelaterthateventhisis notsuchaseriousproblem,becaus&urrentimplementations

of TCP/IPrequireacopy of datafrom userspaceo thekernelonthesendingside;asmentioned
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in Chapter2, by rolling the checksumcomputationinto this copy loop, mostof the cost of
checksuntomputatiorcanbeeliminated. Althoughthereis asimilar copy (from kernelto user
spacepnthereceving end,it is muchmoredifficult to roll thatchecksuncomputatiorinto the
copy loop becausedf recovery (rollback) problemsif the checksumturnsout to be incorrect
(Note:thereceve sidehardware-level checksunmassisimakesthis anon-issuen the APIC con-
text).

5.4.4. Channels and Connections (VCs)

Throughoutherestof this chapteywe make a strongdistinctionbetweera channelanda con-
nection(or VC). A connectionis an ATM virtual circuit (VC); we will usetheselatter two terms
interchangeablyo meanthesamething. A connectioris thereforean ATM layerentity: eachcon-
nectionis associateavith a fixed VPl andVCI. A channelcorrespondso a DMA datastream.
Eachchannels associateavith asingleFIFO queuen externalmemorythatsenesasa sourceor
sinkfor datathatis reador written by the APIC. Althoughin mary caseghereis aone-to-onenap-
ping betweenconnectionandchanneldi.e., they referto the samedatastream) this neednot be
thecase.For example,in somecases singlechannekansourcecellsthataretransmittedon mul-
tiple connectionsThereverses alsopossiblethoughnotveryuseful:multiple channelgansource
cells all belongingto the sameconnection. Similar one-to-mag and mary-to-onerelationships

betweerconnection@ndchannelsarepossiblein certainspecialcasesn thereceve directiontoo.

5.5. Summary of Features

The APIC designhasbeentargetedto permit efficient operationin mary different software
ervironments andto supporta wide spectrumof applications. Sinceoneof our primary goalsin
this undertakingvasto malke the chip flexible enoughto sene asaresearctplatformfor high per-
formanceprotocolimplementationspotall of thefeaturesdescribednaybe usefulfor a givenfla-
vor of application. In this sectionwe give a high level overvien of someof theimportantfeatures

supported by the chip.

5.5.1. Multipoint and Loopback

At anabstractevel, the APIC canbethoughtof asa switchwith threeinputsandthreeoutputs:

two input/outputpairscorrespondingo thetwo ATM ports,andthethird correspondingo the bus
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Figure 5.4: Instances of Multipoint and Loopback Connections
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Figure 5.5: An Example Multipoint Application

port. Dataoriginatingatary of thethreepossibleinputscanbe switchedto ary subsebf thethree
outputs. Someof the possibilitiesareshavn in Figure5.4. The APIC allows the subsebf outputs
to be specifiedseparatelffor eachreceve VC (datainputis from oneof thetwo ATM ports)and
eachtransmitchannel(datainputis from the busport). Noticethatpoint-to-point,multipoint,and
loopbackconnectionsreall enabledy thismechanismTheloopbackfeatureis usefulfor testing

the operationof a port, while the multipoint featurecanbe usedto implementbroadcasin a daisy
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chain,orto supporimultipointapplicationgfor example directingavideostreanfrom thenetwork

both to a display as well as to a disk for local storage — see FHdi)re

5.5.2. AAL-0

As mentionedearlier the APIC supportstwo typesof ATM adaptationlayers: AAL-O and
AAL-5. AAL-0 isalsocalledthenull AAL, andits mainfunctionisto allow thehostto individually
sendandreceve completelyspecifiedATM cells. AAL-0 is intendedto be usedfor thefollowing

purposes:

« To communicatewith a device that operateson raw ATM cells and doesnot understand
any AALs.

0 Washington Uniersity’s Multimedia Explorer (MMX) is a déce that &lls into this catgory.

* Whenit is necessaryo sendspecialtypesof controlcellsinto the network without having
to first establisha connectionpr wherespecialformattingof a cell andits headerarenec-

essary

H For example,WashingtonUniversity’s Gigabit ATM Switchis controlledusing speciallyfor-

matted control cells that can be sent using AAL-O.

« For software emulation of AALs not supported by the APIC.

Thereis nostandardAAL-0 frameformat;animplementatioris freeto choosdts own format.
The APIC usesa 56 byteformat,which consistof a special byteword calledaninternal header
followed by the first 4 bytesof the ATM cell headerand 48 bytesof cell payload. The internal
headeicontaingamongotherinformation)the ATM portthatthe cell shouldbetransmittecon (or
wasrecevedon). Whentransmittingan AAL-0O frame,the APIC constructghecorrespondingell
by strippingtheinternalheaderandaddingthe ATM headererror check(HEC) byte betweerthe
cell heademndthe payload. Onreceve, the APIC removesthe HEC bytefrom theincomingcell,
prependaninternalheaderandwritestheresultingAAL-0 frameto externalmemory This pro-

cess is illustrated in Figuie6.
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Figure 5.6: AAL-0 Frames and SAR

5.5.3. AAL-5

Although several standardAALs have beendefined(AAL-1, AAL-2, AAL-3/4, AAL-5) for
differentclassesof ATM traffic, AAL-5 has(arguably) becomethe defacto AAL of choicefor
almostall applications becausef its simplicity. For this reason AAL-5 is the only adaptation
layer (otherthanAAL-0) implementediy the APIC in hardware. If supportfor someother AAL
is neededit canbeimplementedn software(albeitatalossin performancepsingthe AAL-0 fea-
ture of the APIC.

5.5.4. Taffic Types

Thereare several placesboth within the APIC andin externalmemorywheredata(cells or
frames)canbeenqueuean oneof a setof two or morequeuespnly oneof which canbeserviced
atatime. In mostsuchcasesthe policy usedto servicethe queuess basedon thetraffic type of
the datacontainedn the queue. Note that eachqueueis assumedo hold dataof a singletraffic

type. Havever, it is possible for multiple queues in a set to hold data of the sarfie typé.

Considerfor examplethe setof transmitDMA channelghat are ready(i.e., they have data
gueuedfor transmissionin externalmemory). Thesechannelseedto be servicedby the APIC
accordingo somepre-definedservicepolicy. Servicingachannein this casecorrespondso read-
ing enoughdatafrom the correspondingjueuein externalmemoryto make a batchof cells, and

gueueinghosecellswithin the chip for transmissioron the appropriateoutputport. Thedecision
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of whenandfrom which channelo readthe next batchof datais madebasedon thetraffic types

associated with theavious channels.

TheAPIC defineghreetraffic typesfor transmitdata:low delay paced andbest-effort, andtwo

traffic types for recee datalow delayandnormal delay

We would like to point outa subtletyhere thefull import of whichwill becomeapparenbnly
afterwe havefinisheddiscussingheinternaldesignof thechip. It shouldbeclearby now thattraf-
fic typesareassociatedvith certaindatastreams. Earlier, we pointedout the differencebetween
channelsand connectionsand noted that both have an associatedsequentialdata stream(see
Section5.4.4.). Sothe questionarisesis atraffic type associatedvith a channelor a connection?
In the APIC contet, thetraffic typeis a propertyof a channeffor transmitdata,anda connection
for receve data. Becausef this peculiarity we talk of low delay paced andbest-efort channels

for transmit, and v delay and normal delayonnectiondor receve.

Receve Traffic Types

Onreceve, thetraffic type (low delayor normaldelay)is usedonly for internalqueuingin the
APIC. At placeswvheresuchqueueingccurs)ow delaytraffic is alwaysgivenpriority overnormal
delaytraffic. Sincethereis verylittle buffering onthechipitself (alittle morethan256cells),the

traffic type for receie does not play as significant a role as for transmit.

Transmit Traffic Types

Ontransmit,oneimportantAPIC configurationparametethataffectsthediscussiorof the dif-
ferenttraffic typesis themaximunsourcing rate. This parametedetermineshe maximumrateat
whichanAPIC will sourcedata. Of coursethe configuredvalueshouldtake into accountphysical

limitations such as the link rate and the maximum bandwidth\adbieon the bs.

Low Delay

Low delayis the highestpriority traffic typefor transmitchannels.The APIC will alwaysread
andtransmitdatafrom low delaychannelsn preferenceo pacedor best-efort channels.If there
aremultiple active low delaychannelsthey will beservicedn roundrobinorder Low delaytraffic

is transmitted at the maximum sourcing rate of the APIC.
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Paced

Next to low delaytraffic, pacedraffic hasthehighestpriority. As mentionedn Chapter2, data
from a pacedchannelis transmittedat a peakratethat hasbeenconfiguredfor that channel;this

pacing mateis independently specifiable for all transmit channels.

Best Effort

The lowestpriority transmittraffic type is best-efort. A best-efort channelusesup all the
remainingbandwidththatis leftover afteraccountingor low delayandpacedchannels.If thereare
multiple best-efort channelsthey areservicedn round-robinordet sothey will endup sharingthe
leftover bandwidthequally Notethattheleftover bandwidthis whatis remaininggiventhe maxi-
mumsourcingrateof the APIC. Notethatif thereareno active low delayor pacedchannelsthen
a best-efort channebehaesalmostexactly like alow delaychannel. The best-efort traffic class

is work-conserving.

H Thefactthatthe APIC sharesavailablebandwidthequallybetweenrall active best-efort chan-
nelscanbe exploited asa fair queueing(FQ) mechanism.Sincesoftwaredoesnot needto be
involved,thisis avery low costsolutionto the problemof FQ. Theideal FQ disciplineis bit-
by-bit roundrobin (alsocalledgeneralizegrocessosharing,or GPS). Usingbest-efort chan-
nelsto implementfair queueinggivesus a nearly optimal fair queueingdiscipline,which we
call “cell-by-cell round-robin” (CCRR). Future versionsof the APIC could implementa
weightedversionof CCRRthat canbe usedasan implementatiorof weightedfair queueing

(WFQ).

5.5.5. Batching

TheAPIC hasto issuetransactionenthe PClbuseverytime it wantsto write or readasequen-
tial block of datato or from externalmemory Eachtransactiorhassomeoverheadassociateavith
it.

H Eachtransactiomequiresoneaddresgycle. For readsthereis additionallyaturnaroundcycle
betweertheaddresgycle andthefirst datacycle, becaus¢hedirectionof movementof dataon
thebuschanges.Thereis usuallyadeadtick betweerevery pair of transactionsAnd for reads,

there may be seral wait gycles during which data is being fetched from the memory
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Additionally, modernmemoryarchitectureSDRAM, Ramlus, Page-modeDRAM) tendto
favor largesequentiahccessed-or theseeasondargertransactionsreusuallymoreefficientthan
smalleronesandresultin higherperformance.The payloadfrom a single ATM cell (48 bytes)is
too smallto beaneffective transactiorsize. For thisreasonthe APIC attemptgo move batchef

cells to and from>dernal memory in a single transaction.

0 Batchingis alsousefulif the APIC is interfacingto the serialportof aVRAM. Thesizeof the
serialaccessnemory(SAM) of a VRAM canbe aslarge as512 bytes. If atransfercycle is
requiredfor very small partial fills of the SAM, thentherewill be no throughputadwantage

gained by using the serial port.

For transmitchannelsthe APIC usesa configurableébatch sizeparameteto determinghemax-
imum numberof cellsthatcancomprisea singletransaction.Batchsizesof 1 to 8 cellsaresup-
ported. For receve channelsthereis no batchsizeparameterthe APIC attemptdo createaslarge

a batch as possible from cells reeei on that channel.

5.5.6. Remote Contol

Whenoperatingn atraditionalNIC environment,anAPIC device driverrunningonahostpro-
cessorcontrolsthe APIC by usingmemory-mapped/O to reador write the APIC’s on-chipregis-
ters.Whataboutthe casewhenan APIC is connectedo anl/O devicein a DAN ervironment? If
we couldhave aspeciakontrolprocessoassociatewvith eachdevice thatcanissueloadsandstores
to the APIC’s registerspaceover the PCI bus, andhasaccesdo the shareddatastructuresn the
APIC’s externalmemory thenthereis no problem. However, in mostcasegdedicatinga control
processoto eachdevicein theDAN will beprohibitively expensve. Whatwe would likeis for the
APIC aswell asits connectedlevice to be controlleddirectly by the host's main processar The
APIC accomplishethiskind of “remotecontrol” by definingthreespeciatypesof ATM cells:con-
trol cells responseells andinterruptcells In aDAN ervironment,the controllingprocessowill
usuallybethehostprocessqrbut the remotecontrolfeatureof the APIC is completelygeneralwe
assumehatcontrolcellscanoriginateanywhere includingfrom remotehostsin the ATM network.
Thismeanghattheremotecontrolfeaturewould permitisolated‘ATM devices”thataredistributed
over a wide geographicabrea(eg., surweillancecameras}o all be controlledfrom a centralized

control computer
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Contmwol cellsaresentto remoteAPICsondedicatedontrolVCs. They definethecontroloper-
ationthathasto be performedattheremoteAPIC. How doesa controlcell tageta specificAPIC
in adaisy-chairof APICs? We usea pin-configuredl6-bit addressalledthe APIC ID to identify
thetargetAPIC for thecontroloperation. Thecontroloperationtself is encodedasareador write
operatiorto aninternalor externaladdresgwhichis specifiedn thecontrolcell). Internalaccesses
areusedto accesshe APIC’'son-chipregisters.If aninternalaccesss specifiedthe APIC internal
registercorrespondingo the specifiedaddresss reador written. Notethatthe APIC presentshe
sameegisteraddresspacedor bothlocal (memory-mappedjontrolandremote(controlcell) con-
trol. Externalaccessesre usedto accesshareddatastructuresn the remoteAPIC’s external
memory andto controlary devicesthatresideontheremoteAPIC’slocal PCl bus. If anexternal
accesss specifiedtheremoteAPIC will becomebus mastermnits local PCl bus,andissuearead
or write transactiorto the specifiedaddress.This mechanisntanbe usedto programthe device
connectedo aremoteAPIC: senda control cell to that APIC commandingt to reador write to a

specified control gister in the deéice’s memory-mapped I/O address space.

Responseellssene asanacknavledgemenfor acontrolcell, andalsoreturnasuccesséilure
indicationandthe resultfrom the control operation (if it wasa successfuteadoperation)to the
controllingprocessar Unlike controlcells,responseellsarenot senton aspecialcontrol VC; the
cell headerusedin aresponseell is completelyspecifiedwithin the correspondingontrol cell.

This leares the choice of the VC for response cells entirely up to the controlling processor

A CRCfieldin controlandresponseellsallowsfor errordetection. To ensuraeliablecontrol
in thefaceof cell lossand/orcorruption,the APIC implementsanalternatingbit protocol. Thisis
a stop-and-wit protocol,which meansthat only one control cell operationcanbe outstandingat
ary time, andthe next control cell cannotbe sentuntil thefirst hasbeenacknavledged. The con-
trolling processocanretransmita control cell if no responses recevedin sometimeoutperiod.
Thealternatingoit protocol’s onebit sequencaumbelis usedio guaranteat-mostoncesemantics,
i.e.,theoperatiorspecifiedn the controlcell will never be performedmorethanonce,andthecor-

rect response from the operation willvalys be returned.

Interrupt cellsareusedto reportasynchronousvents(interrupts)thatoccurataremoteAPIC
to thecontrollingprocessarThereis nospeciainterruptcell format. WhentheremoteAPIC raises

its interruptline in responsdo someevent, it canoptionally alsoresumea specially configured
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transmitchannekalledtheinterruptchannel Thischannekhouldbesetupby thehostasapaced
channelwith averylow pacingrate,andprimedwith somecellsthatcanhave ary formatthe con-
trolling processomwishes(they caneven containno dataat all). Whenthe interruptchannelis
resumedit causegells(whichwe call interruptcells)to begin beingtransmittedrom thatchannel.
The VC correspondingo the interruptchannelis expectedto be setupsothatit terminatesat the
APIC thatis directly connectedo the controllingprocessar Thiswill meanthattheinterruptcells
will be receved by that APIC andresultin a realinterruptbeingissuedto the control processar
Thelattercanthenexaminetheinterruptcell thathasbeenrecevvedto decidewhich remoteAPIC
generatedt, andtake appropriateaction. Thisincludesacknavledgingtheinterruptandsuspend-
ing theinterruptchannekothatno moreinterruptcells aretransmitted. Sincewe assumehatthe
pacingratefor aninterruptchanneis setupsothatit is very low, in mostcasesnly asingleinter-
rupt cell will betransmittedn responseo which the control processowill suspendhe interrupt
channel. However, if for somereasorthefirst interruptcell is lost, theremoteAPIC will transmit
another Thesecellswill continuebeingsentat the pacingrateof the interruptchanneluntil the
processorreactsby issuingcontrol cells to acknavledgethe interruptand suspendhe interrupt

channel. This guarantees that a remote interrupt wiémee lost.

5.6. UserSpace Contol

In Chapter2, we introducedthe concepiof userspacecontrol of a network interface.We will
now seehow the APIC supportghe userspacecontrolmodel.In particulay two novel techniques
arepresentedvhichenablehisfeaturein the APIC: Protected/O andProtectedMA. Theformer
is usedto enableuserspacealriversto perform“protected”’memory-mappetlO accesset® on-chip
registers. Thelatterallows thesesamedriversto have “protected”accesdo the shareddatastruc-
turesin mainmemory(i.e.,theDMA channeljueues).In eithercasethe degreeof protectionthat
is enforcedby the APIC depend®n policiesdefinedby the kerneldriver; the APIC only provides
themechanismaeededo enforcethesepolicies. Protected/O andProtectedMA arecoveredin

the sections that folla

5.6.1. Potected I/O

As mentionedabove, Protected/O is themechanisnthatenablegportionsof anAPIC’s mem-

ory-mapped/O spaceto be madeaccessibléo untrusteduserspacedriver code. The decisionof
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Figure 5.7: Memory-Mapped I/O Address Space of the APIC

which portionsof theregisterspaceshould(or shouldnot) beaccessibléo a particularuserspace
processs madeby trustedsoftware(the kerneldriver). It is importantto remembethat protected
I/0O is only a mechanisnprovided by the APIC; the policy is in the handsof software (the kernel
driver) runningon the hostprocessarThe Protected/O schemas in mary respectsimilar to the

ADC work presented in Chapter 3.

The APIC’s memory-mappedegistersfall into two cateyories:global registers, andper-chan-
nelregisters. Thesetof globalregisterscontainstatethatis of globalrelevance suchastheinterrupt
statusregister the softwareresetregister etc. Thereis one setof perchannelregistersfor each
channelsupportedoy the APIC; thesehold statethat variesfrom channelto channel suchasthe

channel pacing rate, the corresponding connestidR1 and VCI, etc.

H Althoughwe mentionecdearlierthatthereneednot be a one-to-onemappingbetweerchannels
andconnectionsthe Protected/O featureonly makessensavhenwe considerchannelgo be

boundto connections Notethatthisappliesonly to channelghatarecontrolledusingprotected
I/0.

Figure5.7 shawvs that the APIC’s memory-mapped/O addressspaceis divided into three

regions. Oneregion is usedto accessll the global registers. The othertwo regionsareusedto
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accesghe perchannelregisters. Eachphysical perchannelregisteris mappednto both of these
regions,andthereforecanbe accesseby loads/storeso eitherof two addressesThe mappingof

addresses to gesters is such that:

1. Eachof thethreeregionsin the APIC’s addresspaceoccupiesanintegral numberof physical
page frames.
0 A physical pageframeis the addressspacecorrespondingo a single pagein the machines
physical addressspace:it is the granularityat which the memory-managemeninit (MMU)
enforcesvirtual memory (VM) page protections. The pageframe size variesin different

machines, bt it is alvays a pwer of 2; a typical alue is 4KB.

2. Intheuseraccesper-channelregistersregion (seefigure),all theregisterscorrespondindo a
channefall into the samephysicalpageframe,andno singlepageframecontainsregistersfor

more than one channel.

The physical pageframescontainingglobal registersandkernel-accesger-channelregisters
areassumedo be mappedby the kerneldriver into the kernels virtual addresgVA) space. This
givesthe kerneldriver unrestrictedaccesdo all of the APIC’s physical registers. Additionally,
wheneer a userprocesss grantedthe ownership(capability)for a connectionthe kerneldriver
will mapinto thatprocessVA spacehe pageframefor the correspondinghannelffrom the user
accesperchannelregistersregion. This wasillustratedin Figure3.2, which is repeatechereas
Figure5.8for corvenience.Noticethatonly theownerproces®f aconnectiorwill beableto con-
trol it by modifying the correspondingegisters. The userspacedriver accessesheseregisters
usingonly virtual memoryloadsandstores—therareno systemcallsinvolved. A processcannot
accesgheregistersfor connections/channetbatit doesnot own, becausehe kerneldriver would
not have mappedhe correspondingpageframesinto its VA space.Whatwe have donehereis to
overloadthe systems virtual memory(VM) protectionmechanismso provide protectedaccesso

perchannel deice ragisters

Sinceit is possiblgor thekernelto mapin pagedrom useraccessegion of the APIC’'saddress
spacewhy dowe needa separat&ernel-acceseegion?The problemis thatbecauseachconnec-
tion/channebccupiesonepageframein theuseraccessegion, thekernelwould have to mapin as

mary pagesasthetotal numberof connectiongor atleast,thosethatareopen).On mostsystems,
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thekernelpagetablecontet cannotsupportlarge numbersof pagesmakingit impossibleto map
theentireuseraccessegioninto thekernelsaddresspaceWe canexploit thefactthatmostof this
regionis sparsetheactualnumberof registersperconnection/channés very small,sowe cancon-
catenateheregistersfor all theconnections/channeiisto asinglecontiguousegion of thephysical
addresspacewhich canbe easilymappednto thekernels addresspace.This formsthe kernel-
accessegionof theaddresspaceNotethatthekernel-accessegionis densewhile theuseraccess
region is sparseo allow registersfor differentconnections/channets fall into differentphysical

page frames.

Theschemeadescribedibore doesnot give the kerneldriver fine graincontrolover which indi-
vidual perchanneregistersareaccessible¢o the ownerprocesof achannel. For example,should
aprocesdeallowedto changehe pacingratefor a channethatit owns? Clearly, this is a policy

decisionthatshouldbeleft to the APIC driver programmerratherthanbeinghardwiredin thechip.

0 Oneway to achieve this kind of fine grainaccessontrolwould beto mapeachdevice register
into a separatgageframein the APIC’s addresspacethenthe kerneldriver canselectvely
map thesepagesinto process’addressspacesbasedon its register accesspolicies. This
approachs notfeasiblewhentherearemary registersperchannelpecausg¢henumberof page
mappingsin eachprocess’contet becomedarge, resultingin inefficienciesfrom potentially

slowerpagetablelookupsin theMMU, andthrashingn thetranslationookasideouffer (TLB).
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Figure 5.9: Fine Grain Access Contil Using Protected 1/O

Protected/O enabledine grainaccessontrolto perchanneregistersby augmentingeachset
of perchannelegisterswith an AccesdMaskRaister (AMR). As shawvn in Figure5.9,eachbit in
anAMR controlsaccesdo oneotherregisterin thecorrespondingetof perchannefegisters. If a
bitin theAMR is set,thenthe APIC will allow write accesset thecorrespondingerchanneteg-
ister from the useraccesgegion of its addressspaceto succeedif the bit is cleared,only read
accessearepermitted. Any accessemadeto registersusingaddressem thekernel-acceseegion
alwayssucceedthis providesthe meansby which the kerneldriver canprogramthe AMR itself.
Sinceuserprocessesanaccesperchannelregistersonly throughthe useraccesgegion of the
APIC addresspacetheir accesss limited to thoseregistersthat have their correspondindpits set
in the channet AMR.

H The schemedescribedabore canbe extendedto includethe option of providing no accesgin
additionto read-writeandread-only)to registersby having two bits in the AMR per register
insteadof just one. However, this addedfunctionalityis notincludedin the currentAPIC pro-
totype,becauseherewereno perchanneregistersthat (we felt) neededo be completelyhid-

den from applications.

Notethatthefine-grainedaccesprotectionsupportedy Protected/O is notavailablewith the

ADC or U-Net approaches described in Chapter 3.
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5.7. DMA Modes

The APIC usesDMA for all movementof transmit/receie datafrom/to externalmemory It
alsouseDMA toread/writecontroldatastructuresalledbuffer descriptosthatarestoredn exter-
nalmemory andwhich areusedto implementhe FIFO queuesf buffersneededor scatter/gther
DMA operations.All buffer descriptorsare 16 bytesin size,andcontaininformationfor a single
databuffer. This informationincludesthe physical addressof the buffer in externalmemory its
length,andsomeflags. In addition,eachbuffer descriptoralsocontainsa pointerto anothetuffer
descriptorwhichis usedto creatdinkedlists of buffer descriptors.Figure5.10shavs alinkedlist
of buffer descriptorswith eachdescriptorpointingto a differentbuffer. We will henceforttrefer

to such linked lists aglescriptor @ains and to the linkd list pointer in each descriptor aknk.

Descriptorchainsarebuilt by the driver software,andare usedby the APIC asFIFO queues
thatsene assourcesandsinksfor data. Figure5.11illustrateshow a descriptorchainis usedby
the APIC to transmitdata. For eachsupportedMA channelthe APIC alwayshasoneon-chip
working descriptorcalledthe currentdescriptor Thecurrentdescriptoiis visible to thedriver soft-
warethroughAPIC device registers,andit is initialized by the driver to bethefirst descriptorin a
chainof descriptordor thatchannel. Whenerer the driver hasnew buffers containingdatathatis
to be transmittedjt setsup a descriptorfor eachsuchbuffer andappendghesedescriptorgo the
tail endof the descriptorchain. The APIC transmitsdatafrom the buffer pointedto by the current

descriptor(i.e., the currentbuffer) until thereis no moredatain thatbuffer. It thenwritesbackthe
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Figure 5.12: FIFO Queue Modeldr a Transmit Descriptor Chain

currentdescriptorto externalmemory follows the link pointerto readthe next descriptorin the
chain,andthenstartsreadingandtransmittingdatafrom the buffer pointedto by this new current
descriptor The driver candequeueuffers that containdatawhich hasalreadybeentransmitted
from the headof the descriptorchain,andfreeor regycle themasneeded.In Figure5.11,thepor-

tion of thedescriptorchainshown to theleft of the APIC canbethoughtof asa FIFO queuethatis

the sourceof buffers containingdatato betransmittedwhile the partof the descriptorchainto the
right of the APIC canbethoughtof asa FIFO queuethatis thesink for buffersthathave beenused

up (i.e., the data has already been transmitted). This is illustrated in BigjRre

H Note thatdescriptorchainsare simply animplementatiortechniquefor achieving the desired
FIFOqueuebehaior. OtherFIFO queuamplementationtechniquegouldalsohave beernused.
Onepopularalternatve thatis usedin mary NIC designds to have anarrayof descriptorswith
headandtail indicesthatwrappasttheendof thearray(i.e.,circulararrays). Oneproblemwith
this approachs that the size of the array needsto be fixed at someconserative number A

linked list, on the other hand, can be afigble length and can gvoon demand.
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In therecevedirection,descriptorchainscanalsobeusedn muchthesamewayasin thetrans-
mit direction. Themaindifferences thatin placeof bufferscontainingdatato betransmittedthe
driver providesthe APIC with emptybuffersthathave to befilled with receveddata. Thedesired
FIFO queuamodelis shavn in Figure5.13,andits implementatiorusingadescriptorchainisiillus-

trated in Figuré.14. Note the similarities and fdifences between Figurgsll andb.14.

The APIC supportsthree different DMA modes:Simple DMA, Pool DMA, and Protected

DMA. We nav go on to describe these three mechanisms.

5.7.1. Simple DMA

Eachchannelthatis configuredto use SimpleDMA is associatedvith a dedicatedchain of
descriptorsasshawn in Figure5.15. Sincethe APIC supportsa maximumof 256 channelsthere
is on-chipstoragdor 256 currentdescriptorspnefor eachsupportecchannel. Figure5.16shavs

the FIFO queue model that is supported by simple DMA.
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SimpleDMA canbeusedby kernel-residenor trusteduserlevel sener) protocolimplemen-
tationsonly. Thisisbecausé untrustediserlevel programsveregivenwrite access$o descriptors,
they couldqueuearbitrarybuffersfrom mainmemoryfor transmissiomr reception(includingthose
nototherwiseaccessibléo theprocess).As mentioneckarlier the ProtectedMA modeshouldbe

used for usespace dxier implementations.

TheAPIC allows SimpleDMA to beusedn boththetransmitandreceve directions. However,
SimpleDMA canbeveryinefficientin its useof memoryresourced it is usedin thereceve direc-
tion, especiallyif the numberof openchannelg§andVCs)is large. Thisis because&simple DMA
requiredree (or empty)buffersto bededicatedo eachopenreceive channel. Thismeanghatfree

buffersqueuedn onechannektannotbe usedby another Sincethereis nowayto anticipatewhen
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datawill arrive on a particularchannelthe amountof buffer spaceneededor thefree bufferscan

become ery lage. Pool DMA is designed to address this shortcoming of Simple DMA.

5.7.2. ol DMA

PoolDMA allows a setof receve channelgo all sharethe samepool of free buffers,asshovn
in Figure5.17. The APIC fetchesa new descriptorfrom a global pool chain whenerer a channel
needsan emptybuffer to storenewly arriveddata. Beforeit writesthe old “full” descriptorback
however, the APIC fills in thenext descriptollink field in thatdescriptowith theaddres®f thenew
descriptor Thisresultsin thedemultiplexing of full buffersinto separatehainsof descriptorspne
per channel. The FIFO queue model for Pool DMA issshim Figure5.18.
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O It is importantto keepin mind thatwhile SimpleDMA andProtectedMA modescanbeused
for bothtransmitandreceve channelsPoolDMA canbeusedonly by receve channelsit does

not male sense and cannot be used for transmit channels.

Althoughwe shavedonly a singlepool chainfor illustrationpurposesthe APIC actuallysup-
portsatotal of four (globally sharedpool chains. For eachchanneljt is possibleto specifywhich
pool chainto use. It is alsopossibleto have datafrom resourcananagementRM) andoperations
andmaintenancéOAM) cellsdepositednto buffersdranvn from a pool chainthatis differentfrom
the one usedfor the restof the data. Also, aswe will seelater, it is possibleto split framesinto
headerdata,andtrailer portions,andto usebuffersdravn from differentpool chainsfor thesethree

portions of a frame.

5.7.3. Potected DMA

Whenwe describedheuserspacecontrolmodel,we mentionedhatuserspacedriversneedto
usethe ProtectedMA modesupportedy the APIC. ProtectedMA is in mary wayssimilar to
SimpleDMA, but it enablesertainprotectioncheckgo becarriedout by the APIC on buffersand
descriptorghatareenqueuethy untrusteccoderunningin userspace.To enablehiskind of check-
ing, ProtectedDMA definestwo typesof descriptors:kkernel descriptos and userdescriptos.
Insteadof having a single descriptorreferencingeachbuffer, ProtectedDMA requiresa pair of
descriptorgo referto eachbuffer. Onedescriptoiin thepairis akerneldescriptorwhile anotheiis
auserdescriptor Thisis illustratedin Figure5.19. Beforethe APIC canusea buffer from a Pro-
tectedDMA channel|t alwaysreadsbothdescriptordor the buffer. The userdescriptorcontains
valuessuppliedby theuserspacedriver, andthereforecannotbetrusted. Thekerneldescriptoron
theotherhandis initialized by thekerneldriver andis notaccessibléo theuserspacedriver, sothe
valuesin akerneldescriptoraretrustworthy. The APIC performsits protectionchecksby compar-
ing valuesin the kerneldescriptoragainstcorrespondingaluesin the userdescriptor Thekernel
descriptoris thereforeusedto certify the valuessuppliedby the userspacedriver in the user
descriptor Only if thisvalidationsucceedsanthe APIC safelyDMA datato or from theassociated
buffer.

It is importantto recognizehatthe FIFO queuemodelimplied by ProtectedDMA is identical

to thatfor SimpleDMA (seeFigure5.16). Both associate singlededicateddescriptorchainfor
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eachchannel.Thedifferenceds only in way the FIFO queuesreimplementedin the SimpleDMA
casethereis a singledescriptomperbuffer andno protectionchecksmadeby the APIC, while for

Protected DMA there is a pair of descriptors for eadfelh and implied protection checks.

To useProtectedDMA, the userspacedriver is requiredto allocatespecialcommunication
buffers(usingmalloc or asimilar utility), to wire thesein memory(usingasystenmcall like BSD
mlock ), andto make asystencall to thekerneldriverto associatelescriptompair(s)with thebuffer
andinitialize the kernel descriptor(s). Theseare all assumedo be control path operationsand
shouldnot needto be donevery frequently In fact,in mostcasest may be sufiicient to perform
theseactionsfor asetof communicatiorbuffersjustoncewhenthe programis started.Notethata
singlecommunicatiorbuffer may spanmultiple non-contiguouphysicalmemorypagessoit may
be necessaryo associatanultiple descriptorpairswith the buffer (one pair for eachpagein the
buffer).

Oncethe afore-mentionedontrol pathoperationsare completedthe userspacedriver is free
to createchainsof descriptorpairspointing to the communicatiorbuffers by modifying fieldsin
userdescriptoronly. It canenqueugoortionsof thesebuffersin any desiredorderontothe pro-
tectedDMA channels descriptorchain. No systencallsareneededor thesedatapathoperations.
The protectionchecksperformedoy the APIC ensurethataccesseto illegal descriptorsor buffers

will be rejected. Br each descriptor pair that is read by the API®, types of checks are made:
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1. Buffer Notarization: Kernel descriptorsare initialized by the kernelto containthe actual
physicaladdres®f the buffer they referenceandits length(seeFigure5.20(a)). Userdescrip-
torsareinterpretedby the APIC to containan offsetinto the buffer, anda length. Thus,the
applicationis allowed to queuesubsetof communicationbuffers. The APIC certifiesthe
validity of a buffer by ensuringthat the sum of the offset and length specifiedin the user
descriptoiis no greatetthanthelengthspecifiedn thekerneldescriptor We call this checking
processuffer notarization

2. Link Notarization: Although buffer notarizationis suficient to ensurethat a userprocess
never queuesan illegal buffer, it cannotguaranteghat the userwill not queuean illegal
descriptor To getaroundthis, the APIC hasto subjectthe next descriptoiink in userdescrip-
torsto anothercheckwhichwe call link notarization Figure5.20(b)shovs how link notariza-
tion works. Every protectedDMA channelis allocateda dedicatedset of 2:n contiguous
physicalmemorypageghatwill be usedto hold userandkerneldescriptordor thatchannel.
The valueof n is fixed, andis configuredinto the operatingsystemkernel at compiletime.
Thefirst n pagescontainonly kerneldescriptorsandwill bereferredto asthe kerneldescrip-
tor pool. Likewise,thelastn pagesontainonly userdescriptorsandwill bereferredto asthe
userdescriptorpool. Pairsof userandkerneldescriptorsarealwaysallocatedsuchthatboth
descriptorsare locatedat the sameoffset relative to the start of their respectie descriptor
pools. All thepagesn theuserdescriptopool aremappedvith read/writepermissiorinto the

processVvirtual addresspacewhile the pagesn the kerneldescriptorpool areaccessibléo
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thekernelonly. The APIC perconnectiorstateincludesa pointerto the descriptompool base
of the processvhich ownsthe connection. This allows userprocesseto beableto useoffsets
within the descriptorpool to referencedescriptorsratherthanphysicalmemoryaddressesit
alsomalkesthejob of link notarizationeasyfor the APIC. As shawvn by the dottedarrows in
thefigure, the APIC alwaysreadsthe kerneldescriptorfor a buffer beforereadingthe corre-
spondinguserdescriptor Kerneldescriptorsalways containthe relative offset of the corre-
spondinguserdescriptor(this descriptorsepaation is alwaysn-pagesizg; the APIC usesthis
to determinethe addresf the userdescriptor Userdescriptorsspecifythelink to the next
descriptorasan offsetinto the descriptompagepool. In orderto notarizethis link, the APIC
hasto ensurghatthe next kernel(user)descriptorfalls within the correspondindcernel(user)
descriptorpool. It doesthis by makingsurethatthe offset specifiedin the userdescriptoris

no lager than the descriptor separation specified in the corresporetimgl kescriptor

If adescriptomair fails eithernotarizationcheck,the correspondingonnectioris suspended
andthe APICissuesanexceptioninterruptto theprocessorthekernelcanthentake whateseraction
it deemdit. If adescriptompair passesotarizationthe APIC creates new resultantdescriptorby
combiningvaluesrom thetwo descriptorgin theexpectednanner)anduseghisresultantescrip-
toris thenjustlike anormal(simpleDMA) descriptor Whenthe APIC is donetransmittingor fill-
ing the buffer, it writes backthe resultantdescriptorto the location of the userdescriptor This
allows the userprocessto be able to examinethe statusof the buffer/connection. The kernel
descriptoiis only readandneverwritten, sincethekernelis notresponsibléor keepingtrackof the

state of the connection.

Thus,with two simpleinequality checks,the APIC ensuredhat no illegal buffers or buffer
descriptorsanbe queuedy auserprocess.Oncea procesdhasqueueda buffer, it caninform the
APIC thatthis hasbeendoneby issuinga channelattentioncommando the APIC (usingprotected
I/0), thuscompletelyremaoving the kernelandsystemcalls from the critical datapath. Protected
DMA canthereforebeusedby untrusteduserspacdibrary protocolimplementationsyith thecon-
fidencethat the securityand protectionmechanism®f the operatingsystemwill not be compro-

mised.

Note that protectedDMA requiresdatabuffer pagesprivate to an applicationto be wired in

memory While this is routinely done for kernel buffers, it can resultin significantly poorer
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utilization of memoryresource# mary userprocessebock down large poolsof physicalmemory
for their own exclusive use.This is oneof the drawvbacksof usingthe protectedMA scheméor
achieving zero-coly semanticsWe now describean alternateschemecalled “packet splitting”
which doesnot have this limitation, but canstill supportzero-coly semanticshowever, this alter-
nateschemeaequiresa kernelimplementatioranddoesnot allow for directcontrol of the adapter

from userspace.

5.7.4. Racket Splitting

For AAL-5 receve channelsthe APIC includessupportfor anovel featurecalledpadket split-
ting. As we shallsee thisfeatureis usefulin implementingzero-copy protocolstacksandin dis-

trbuted shared memory (DSM) implementations.

In normaloperation(paclet splitting turnedoff), the APIC completelyfills buffers with data
recevedon a channebeforegettinga new buffer from the descriptorchain. The only exceptions
to this arewhenthe endof an AAL-5 frameis reachedpr whenthe type of datareceived on the
channelchangegfor example,if an OAM or RM cell is receved). In thesetwo casesthe APIC
switchesto a new buffer early, regardlessof whetherthe currentbuffer hasbeencompletelyfilled
or not. Notethatthe new buffer maybedravn from thechannels dedicatecthainif SimpleDMA
or ProtectedMA is beingused andfrom oneof thesharedpoolchainsf PoolIDMA is beingused.
Also notethatan AAL-5 framecanspanmultiple buffers, but a single buffer cannotcontaindata

from two or more frames.
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Whenpaclet splittingis enabledbnachannelthe APIC will splitarecevedAAL-5 frameinto
aheadelportion,adataportion,andatrailer portion,andwrite theseportionsinto differentbuffers.
In otherwords,the momentthe APIC detectsa headerdataboundaryor a data-trailetboundaryin
arecevedframe,it will switchto anew buffer. In the caseof SimpleDMA andProtectecdDMA,
(asalways)this new buffer is drawvn from thechannels dedicatedescriptorchain. For PooIDMA
however, the sharedpool chainthatis to be usedfor eachportion of the paclet canbe separately
configured. Thus,for example,we couldhave all paclet headerandtrailersfrom arriving frames
beingdepositedn buffersdravn from poolchain0, while thedataportionsof theframesaredepos-
itedin buffersdrawvn from poolchainl. In themostgeneraktasewe couldusecompletelydifferent
pool chainsfor headersgata,andtrailers. Thisis illustratedin Figure5.21,wherewe have chosen
to namethe separatg@ool chainsbasedon the partsof arrvingframesthatwill be depositedn the

corresponding Wiffers; thus, we ha a header chain, a data chain, and a trailer chain.

How do we definethe headerdata,andtrailer portionsof an AAL-5 frame? In otherwords,
how doesthe APIC detectheaderdataanddata-trailetboundariesn an AAL-5 frame? First, we
assumehatthe only trailer informationin a frameis the AAL-5 trailer itself. Sincethe AAL-5
trailer containsa lengthfield, that can be usedto find the location of the data-trailersplit. We
assumethat the headercontainsall protocol headerinformation: this includesthe network and

transporiayerheaders.The APIC cannotautomaticallyfind the locationof the headematasplit,
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soaheadetengthvalueneeddo beconfigured.Thisvaluecanbeindependentlhgpecifiedor each

channel, which means that the header length needs tedddixthe lifetime of a connection.

0 Evenwith variablelengthheadergeg., TCP/IP) theheadetengthdoesnotusuallychangedur-
ing a connectiors lifetime. The headedengthcaneitherbe negotiatedduring the connection
setupphase pr the valuefrom thefirst datapaclet canbe usedif we assumehatthe protocol

softwareis writtenin suchawaythatit canrecoverin caseheheadetengthsuddenlychanges.

Whenusedwith PoolDMA, paclet splitting providesa powerful techniquefor implementing
zero-copy protocolstacksandfor efficientimplementation®f distributedsharedmemory(DSM).
Figure5.22demonstratesow PoolDMA with paclet splitting canbeusedin conjunctionwith the
host’s virtual memorypagemappinghardwareto implementa zero-coly kernel-residenprotocol
stack. We make theassumptiorthatthe protocolwill usepacletsthatcarryenoughdatato fill one
(or anintegral multiple) of thereceving host’s pages.This canbea parametenegotiatedat trans-
port protocolconnectiorsetuptime. Theleft partof thefigure shavs physicalmemoryinto which
the APIC DMAs receveddata. Framegecevedby the APIC aresplitinto headersgata,andtrail-
ers:theheaderandtrailerscanbewritten into smallbuffersdravn from onepool chain,while the
datacanbe depositednto emptypageghataredravn from a differentpool chain. Sincethe data
partof the pacletsareassumedo be a multiple of the receving hosts pagesize,eachframewill
fill oneor morepagecompletelywith receveddata;nopagewill beleft partiallyfilled. Aspaclets
arereceved,theappropriatéransporprotocolcanexaminetheheadebuffersandusethesequence
numberinformation containedthereinto determinewherethe correspondinglatapagesshould
residein the applications virtual addresspace. Theseprotocolscanthenproceedo modify the
virtual memorypagetable entriesappropriately so that the pagescontainingreceved datanow
appearcontiguousin the applications addressspace even thoughthey may be discontiguousn
physicalmemory This avoidsthe needfor copying datainto the users buffer. It is importantto
notethatthis schemeawvorksevenin the presencef network errorsor loss:asandwhenaretrans-
mitted paclet is received correctly its correspondinglatapagescanbe mappednto the applica-
tion’s VA spaceat the appropriatdocation, therebyfilling up ary holesin the sequencewuumber

space that were caused because of lostgsick
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O The costof modifying pagegablescanbe quite highin somearchitecturesThis overheadcan
usuallybe minimizedby processingacletsin batchestherebyavoiding the needto flushthe

TLB for every paclet. This is knern aslazy updating of pge tables

Above, we describedhe operationof a zero-copy protocolstackonly in thereceve direction.
Thisis becauseero-coy onthetransmitsideis trivially achiezedby directly queueingapplication
buffers, intersperseavith kernelbuffers containingheadersandtrailers,to the APIC on a Simple
DMA channel. No pageremappings necessarybut it is importantto wire the applicationbuffer

pages in main memory before yhean be queued for transmission.

5.8. Interrupt Mechanisms

Interruptsareissuedoy the APIC to reporttheoccurencef asynchronousvents,suchascom-
pletion of transmissiorandreceptionof a frame, or an error condition. The APIC includesthree
differentmechanismshataredesignedo improve interruptresponsdy reducingthefrequeng of
interrupts,andthe overheadsssociateavith servicinganinterrupt.In particulay InterruptDemul-
tiplexing, describedelow, canbe usedto addresghereceve livelock problemthat plaguesmost

high performance netwk interfaces.

5.8.1. Interrupt Demultiplexing

Becaus®f thehigh overheadassociateavith servicinganinterrupt,it isimportantto minimize
thefrequeng atwhichinterruptsareissuedo theprocessarTherearethreemaincomponentson-
tributing to this overheadithe time taken by the kernelto field the interruptand call the device
driver's interruptserviceroutine (ISR), the time takento procesghe interruptin the ISR, andthe
indirect performancehit that resultsfrom cacheddata belongingto the currentcontet being
replacedn cacheby new dataasaresultof servicingtheinterrupt.As mentionedn Chapter3, the
researcltommunitys efforts to reducenterruptoverheachave beentargetedat achiering batching
of multiple eventnotificationsnto asingleinterrupt,therebyamortizingthecostof aninterruptover
mary differentevents.Sucheventbatchingmechanismsvork well for highbandwidthapplications,
whichareusuallynotvery sensitve to delay For delay-sensitie applicationshowever, suchmech-
anismscan add significantlyto end-to-endateng, becausélind batchingof eventsnecessarily

makessomeeventswait longerbeforethey arereportedo the processqgrevenif thoseeventshave
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agreatewrgeng thanotherpendingevents. This canproveto beaproblemin amixedernvironment

where both high-bandwidth and latgreensitve applications hae to coist.

TheAPIC incorporates mechanisntalledinterruptdemultipleing, which attemptgo satisfy
the conflicting requirementsof both bandwidth-intensie and delay-sensitie applications,by
adoptingdifferenteventbatchingpoliciesfor differentconnections.Thus,thedriver canchooseo
batcheventsfor high bandwidthapplications but avoid batchingandimmediatelydeliver event

notifications for latengsensitve applications.

In the APIC, interruptdemultipleing is implementedy includingaone-bitflag in the statefor
every channel. This bit flag senesasa channel-specifimterruptenable only if it is setwill inter-
ruptsbeissuedin responséo paclet arrival (or completionof paclet transmissionpn the corre-
spondingchannel. Theflagis initially setby thedriver. Whenaninterruptis issuedn responsé¢o
an eventon thatchannelthe APIC automaticallydisablesmoreinterruptsfrom occuringfor that
channeby clearingthebit, which remainscleareduntil thedriver setsit again atsomefuturetime.
Thedriver would usuallynot re-enabldnterruptsfor thatchanneluntil it hasfinishedcompletely
processingll pendingpacletsfor thechannel.ln themeantimehowever, it mayfield interruptsfor
moreurgentevents,suchaspaclet arrivals on lateng-sensitve channelsimpendingunderflav of

a receve descriptor chain, or an erroreat.

If thefrequeng of interruptsis too high, thenregardlessof how efficiently we canbatchinter-
ruptevents,the CPUwill spendall its time servicinginterrupts.This happendecauseavith theway
operatingsystemsandprotocolstacksarecurrentlystructuredinterruptprocessindpasahigherpri-
ority thaneitherprotocol processingr applicationprocessingThus,all of the processingpower
wouldbeusedonly for driver processingndinterruptoverheadandtheprotocolsandapplications
would never getan opportunityto consumehereceived data.As describedn Chapter2, this con-

dition is called recee livelock.

The interrupt demultiplxing featurecan be usedto delaythe onsetof livelock by a simple
restructuringof the protocolstackarchitecturén BSD-like operatingsystemarchitecturesThis is
illustratedin Figure5.23.Part(a) of thefigureshovsthetraditionalwayin whichinterruptsarehan-
dled:whenpacletsarerecevedontheinterface theinterruptserviceroutine(ISR) is only respon-

siblefor takingthe paclet off the device’s receve queueandplacingit on a protocolinput queue
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(e.g.,thelP inputqueudfor internetpaclets);beforethe ISR returns it acknavledgeshehardware
interrupt, and schedules software interruptwhich will run at a later point in time, andwill be
responsibldor performingprotocolprocessingn the pacletandfor deliveringit into theapplica-
tion’s socletbuffer. Becausehesoftwareinterruptrunsatalower priority andcanthereforebepre-
emptedby a hardware interrups,we canhave a conditionof receve livelock whereif the rate of
paclet arrivalsis high enoughmostof thetime is spentin the hardwareinterruptserviceroutine,
andthesoftwareinterrupt(andalsotheapplicationitself) doesnotgetanopportunityto do protocol

processing on the reved packts.

Part (b) of the Figure5.23showvs how a simplerestructuringof the driver, in conjunctionwith
interruptdemultiplexing, canhelp with this situation.The ISR, insteadof taking paclets off the
hardware receve queue,simply schedulesa software interrupt, acknavledgesthe interrupt, and
returns Recallthatwith interruptdemultiplexing, the APIC automaticallydisabledutureinterrupts
from the channelon which the paclet wasreceved. The softwareinterruptis now responsibldor
pulling pacletsoff thedevice receve queue anddirectly makinganupcallto theappropriataipper
layer protocolto performprotocolprocessinganddeliver the paclet to the soclet layer. The soft-
wareinterruptcanrepeathis procedurdor all pendingpacletsrecevedfrom thatchannelpefore
it re-enablesnterruptson thatchannelNotice thatbecausef interruptdemultiplexing, the driver
cancontinueto receve interruptson otherunrelatedcchannelsvhich mayrequiremoreurgentser-
vice. This kind of structuringhasthe desirableeffect that, even with a very high rate of paclet
arrival, the processogetsanopportunityto do protocolprocessingf all recevedpaclets.Thisis

becauseprotocolanddriver processingnow occur at the samepriority, and future interruptsare
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locked out (for the samechannel)while the protocolprocessings taking place.Thus,a lot more
usefulwork is gettingdonethanin the traditionalarchitecturevhereonly the ISR wasgettingan

opportunity to run.

It is importantto notethatthe schemedescribedcannotpreventlivelock, only delayits onset.
Thisis becausealthoughthe protocolprocessinganddriver interrupthandlingarenow occuringat
thesamepriority, theapplicationis still atalower priority. Thus,with ahigh enoughrateof arrival
of paclets,theapplicationwill notgetachanceo consumehereceveddata,resultingin livelock.
It is alsoimportantto note that this schemecan only work if the device doesnot have scarce
resourceshatcanrundry while waiting for higherlayer (protocol)processingo occut In thecon-
text of the APIC, thisis truebecause@n APIC NIC doesnothave ary on-boardnemorythatcanbe
quickly depletedwith rapidlyarriving paclets.This couldbeusedasanagumentor usingthemain

memory for all of the dece’s queues.

At this point, it shouldbeclearthattherealsolutionto solvingthelivelockproblemis to make
everything(driver processingprotocolprocessingandapplicationprocessingin thedatapathhap-
penat the samepriority, therebyremaoving the possibility of onetype of processingrom locking
outanotherWith corventionalprotocolstackstructuring thisis notpossible However, if we bring
the userspacecontrolmodelinto the picture,we have a completesolution.Becausén thatmodel
thedriver, protocolsandapplicationall runin userspacdor datapathprocessingthey all have the
samepriority, whichis determinedy the operatingsystems schedulerThus,thereis no potential
for arny onetype of processingo consumeall CPU resourcesNote however thatthis approachis
practicalonly whenusedtogetherwith interruptdemultipling. Otherwise one applicationdis-
ablinginterruptswouldresultin interruptsbeingdisabledor all otherapplicationseffectively lock-

ing those applications out of using the natkinterface.

We now describenow we ervisionacompletesolutionto theproblemof receve livelockwould
work in the context of the APIC. The driver’s hardwareinterruptserviceroutinewould have only
onetask:discover which channekheinterrupteventis for by queryingthe APIC (usingthe notifi-
cationlist mechanisndescribedbelav in Section5.8.3.),find the applicationprocesgesponsible
for thatchannelandwake up the processf it is currentlysleeping.Theapplicationprocessmple-
mentstheuserspacecontrolmodel,usingProtectedMA to directly move packetsto andfrom the

network; it is assumedo bein a continuousloop pulling paclets off the network interface,and
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doingprotocolandapplicationprocessingnthosepackets.As partof thisloop it mayalsobetalk-
ing to otherdevices,sendingandreceving data.lf the processunsout of work to do, it enables
interruptsfor thechanneby usingprotected/O to write to anAPIC on-chipregister andthengoes
to sleepwaiting on aneventonaspecialffile descriptothatrefersto theappropriateeceive channel
onthe APIC. If multiple devicesor channelsareinvolved,the processouldwait on aneventfrom
ary of themby doinga selectsystemcall on the setof file descriptorgeferringto thosedevicesor
channelsBecausénterruptshave beenenabledarrival of new dataonachannelill causeaninter-
ruptthatwill resultin the procesgettingwokenup. And becaus®f theway interruptdemultiplec-
ing works, all futureinterruptswill have beendisabledon thatchanneluntil the processlecideso
re-enablehembeforeit goesto sleepagain in the future. Note that becausef interruptdemulti-
plexing, a processservicinga lateny sensitve applicationwill getwoken up and notified of an
eventon the correspondinghannelevenif a bandwidth-intensie applicationcurrently hasinter-
ruptsdisabledor its channel Also notethatthe CPU schedulenow hasfull controloverhow pro-
cessingresourcesare handedout to different applications,becauseall types of processingis
occuringin the context of the correspondingiserprocessAnd, of course,interruptlivelock is

impossible because thergegything runs at the same priority within a user process.

5.8.2. Orchestrated Interrupts

The APIC alsosupportsthe conceptof orchestated interrupts which areinterruptsthatare
issuedin responseéo an eventthatis expectedandto which the processoassignsspecialsignifi-
cance.In the APIC contet, this manifestdtself asinterruptsthatwould beissuedwhenthe APIC
readsn aspeciallymarkeddescriptor(i.e.,abit flagis setin thedescriptor).Thiscanbevery useful
in two situations. First,in thetransmitdirection,it canbeusedto signalaninterruptuponcomple-
tion of transmissiorof a batchof paclets:the lastdescriptorcorrespondingo thelast paclet that
hasbeenqueuedor transmissiorwould bemarkedsothatthe APIC interruptswhenit reacheshat
descriptor Secondjn the receve direction,orchestratednhterruptscanbe usedto notify the pro-
cessomwhena descriptorchainunderflav is imminent. For example,with Pool DMA, thedriver
canarrangefor the APIC to issueaninterruptwhenit is closeto runningout of free buffersfrom a
pool chain:thisis signalledby a descriptorthatis closeto the endof the pool chain,andhasbeen

speciallymarkedby thedriverto causeheinterrupt. ThelSRwouldrecognizeahistypeof interrupt
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andtake appropriateaction,whichin this casewould involve replenishinghe pool chainwith new

free huffers.

5.8.3. Notification Lists

While interruptdemultiplexing and orchestratednterruptssene to reducethe frequeny of
interruptsthey donothave ary effectonthetime takento actuallyserviceaninterrupt. The APIC
includesaneventreportingmechanisntallednotificationlists to addresshisissue. Oneof thepri-
marytasksof the ISR is to discover activity on variouschannelsandtake appropriateaction. For
alateng/-sensitve application this mayinvolve immediatelyprocessinglatathathasarrivedon a
channelwhile for a high bandwidthapplicationthe correctactionwould probablybeto postpone
processinglatafrom the channelo a softwareinterrupt. For a protectedMA channeljt maybe
necessaryo wake up the correspondingiserprocessf it is sleepingawaiting an event (eg., data
arrival) onthe channel. Clearly, it is importantfor the driver to be ableto quickly discorer what
kinds of interrupteventshave occured andthe channelghat causedhoseeventsto occur It isa
highoverheadpropositionto poll every channels registersto discoveractvity onthechannelsach
timeaninterruptis serviced.To avoid this, the APIC keepdrackof thesetof all channelshathave
hadoccurencesf interrupt-relatedvents(we call suchchannelsactivechannel$, andmalkesthis
setavailableto thecontrollingprocessom theform of alist calledthenotificationlist. Everyentry
in the notificationlist containghe channelD of anactive channelanda bit vectorof the different
kindsof eventsthathave occuredbnthatchannel. Thedriveraccessethislist by repeatedlyeading
aspecialAPIC device registercalledthenotificationregister Eachtimethisregisteris read,anewn
entryfrom thenotificationlist is returned andthatentryis deletedrom thelist. Whenthereareno

more entries on the list, @alie of zero is returned.

5.9. Miscellaneous Eatures

5.9.1. TCP Checksum Assist

As mentioneckarlier the APIC provideshardwareassistanceo the softwarefor computingthe
TCPchecksunfor AAL-5 receve channels.Recallthatbecauséhe APIC is a cut-throughadapter
it is not possibleto provide TCP checksumassistin the transmitdirection(becausehe checksum
field residesin the TCP header);however, on transmitthe checksumcomputationcan easily be

rolled into the application-toéenel copy loop.
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How canthe APIC computethe TCP checksumgiventhatit hasno knowledgeof TCPor IP
pacletformats? In otherwords,how canit know which partsof anAAL-5 framecorrespondo a
TCPpaclet? Theanswerto this questions thatthe APIC only providesassistancéo the software
in computingthe TCP checksumijt doesnt calculatethe checksunitself. This assistanceés pro-
videdin theform of a checksunvaluethathasbeencomputediusingthe TCP checksunalgorithm
overentireAAL-5 framesratherthanjusttheportionof theframescorrespondingo TCP paclets.
Thisvalueis madeavailableto the softwareby writing it into thelastdescriptorfor theframe. The
software is thenresponsibldor usingthis value to computethe actual TCP checksumover the
paclet. Thisis accomplishedy computingthe checksunover portionsof the framethatarenot
partof the TCP paclet, and“subtracting’theresultfrom the checksunvalueovertheentireframe
(whichhasbeencomputedn hardwareby the APIC). Notethatthis“subtraction”operations pos-
sible becausehe TCP checksunpperations bothcommutatve andassociatie. Sincethe partof
anAAL-5 framethatis notpartof thecorresponding CPpacletis usuallyquitesmall(comprising
the AAL-5 trailer, somepaddingbytes,somelP headeffields,andpossiblyan LLC/SNAP header)
relative to the sizeof the TCP paclet, the overheadof verifying the checksumin softwareis small

compared to an all-sofeawe implementation of the TCP checksum.

5.9.2. Flav Control

In local anddesk-areanetwork ervironments the APIC canoperatein a practicallyloss-free
mannethroughtheuseof oneor bothof two featuredlow controlmechanismsThesanechanisms
areresponsibleor deasserting flow control grant to upstreamdevices connectedo both ATM
ports,if the APIC findsthatits on-chipcell storememoryis closeto full (theoccupang threshold
is a configurableparameteralledthe flow threshold. An upstreandevice may chooseto ignore
theflow controlsignal,andcontinuesendingcells(asit wouldif it wereanATM switch). However,
if the upstreandevice is alsoan APIC chip (i.e., we areoperatingin a daisychainervironment),
thenit wouldrespondo theflow controlgrantbeingdeassertelly stoppingfurthertransmissiorof
cellsonthelink. TheAPIC implementgwo kindsof flow control:ahardware-level flow controlas
definedby the UTOPIA specificationand a genericflow control (GFC) that works at the ATM

layer



79

UTOPIA Flow Control

TheUTOPIA specificatiorincludesa speciakignalwire thatcanbeusedto asserflow control.
This kind of flow controlonly worksif the upstreandevice is connectedo the APIC directly over
UTOPIA. It cannotbe usedif thereis an optical fiber connectionbetweenthe APIC and its
upstreandevice. Thereforethe hardware UTOPIA flow controlfeatureis usefulonly in the fol-

lowing scenarios:

1. Whenthedownstreamdevice is an off-the-shelfopticallink interfacechip thatusesthe UTO-
PIA flow control signal to tell its upstreamwuiee (the APIC) to stop sending more data.
2. Whenmultiple APICs areconnectedogetheron the sameboard,or by ribbon cable,without

ary intervening optical fiber

Generic Flow Control (GFC)

Whentwo APIC chipsare connectedy opticalfiber carryingonly ATM cells,the UTOPIA
flow control mechanisntannotbe usedbecausédhe correspondindJ TOPIA grantsignalis not
propagtedover opticalfiber. To addresshis problem,the APIC includesa secondmechanismo
asserflow controlgrantsto anupstreamAPIC, which doesnot make useof ary specialhardware
signal. This mechanismwhich we call GenericFlow Contmwol (GFC), hasto be speciallyenabled
by aconfiguratiorpin onthechip. WhenGFCis enabledthe APIC includesabit in the GFCfield
of every cell sentto the upstreamAPIC which signalsto that APIC whetherthe flow controlgrant
(for the correspondinglownstreamlink) is assertear not. If thereareno cellsto be sentto the
upstreamAPIC, the APIC sendscells anyway on a specially designatediow contol VC; the
upstreanAPIC knowsto extracttheflow controlbit from cellsrecevedonthisVC andthendiscard
thesecells. Notethatthe GFCfeaturedepend®nthefactthatATM links usuallycomein pairsto
supportbidirectionaldatatransfer:therefore,cells going in onedirectioncan carry flow control

information for cells flving in the opposite direction.

5.9.3. Cache Cohearnt Bus Transfers

The APIC interfacesto the systemprocessonver a PCl bus. All DMA transfersdbetweerthe
APIC andthe system$ main memoryusuallyoccurthrougha bridgechipsetwhich is responsible

for switchingdatabetweernprocessorsmemory anddeviceson the PCI bus. Sincethe processor
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cachesvork in cache-linesizedblocksof data,the bridgemustbe ableto handlepartialreadsand
writes to cache-lineswhile ensuringconsisteng of cacheswith contentsin memory For DMA
transferdo andfrom memory the APIC implementgwo specialPCl bustransactiortypesthatare

intended to impree eficieng of lage transfers ofudk data:

Memory ReadMultiple: Undernormalcircumstancesf aPCldevice wantsto readdatafrom
amemorylocation,it would needto issueavanilla“MemoryRead commandHowever, mary
bridgechipsetsaredesignedo achieze maximumperformancdor large sequentiatransfersf

they areallowedto prefetchoneor morecache-linestheintentbeingto keeptheirinternalpipe-
line buffersfull. The APIC usesaspecialPCltransaction; MemoryReadMultiple,” whichpro-
videsahintto thebridgethatthe APIC intendsto fetchmorethanonecache-linavorth of data,
andthereforeit is acceptabldo do read-aheadf cachelinesfor improved performanceThe
APIC usesthis specialtransactiorevenif it doesnotintendto transferalot of data;this may

have the efiect of making some smaller transactions lefisiefit.

Memory Write Invalidate: Undernormalcircumstancedf a PCl device wantsto write data
to amemorylocation,it would needto issuea“MemoryWrite’ commandIf theword(s)being
written to arepartof a cache-linghatis currentlylocatedin the processos write-backcache,
andif thatcache-lines marked asdirty (i.e., it hasbeenmodified by the processor)thenin
orderto maintaincachecohereng the bridge chipsetwould needto readthe cache-linefrom
the processoicache(while simultaneouslyinvalidatingit), make changedo the appropriate
word(s)beingmodifiedby the device, andthenwrite the cache-linebackto memory If how-
ever, thebridgeknew thattheentirecache-linevasgoingto bewrittento by thedevice, thenit
could simply invalidatethe correspondingprocessocacheentry andwrite the new cache-line
contentsdirectly to memory The APIC breaksall writes over the bus into aninitial portion
whichis partof acachdine, followedby oneor morecompletecachdines,followedby afinal
portionwhichagainis only partof acachdine. For theinitial andfinal part-cachédine transfers,
the APIC usesthe normalMemoryWrite transactiortype. However, for the partin the middle
whichconsistof wholecache-linesthe APIC usesaspecialPCltransactiortypecalled‘ Mem-
ory Write Invalidate” which allows the bridge chipsetto carry out the optimizationdescribed
above.Useof MemoryWrite Invalidatetransactionsansignificantlyimprove burstwrite speed

over the PCI bis for most types of bridge chipsets.
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Chapter 6
Inter nal Design of the APIC Chip

This chaptedescribeshefunctioningof theinternalsof the APIC. A functionalblock diagram
of the chip is shavn in Figure6.1. Pathstaken by datathroughthe chip areshavn using heary
arrovs, while control pathsare shavn usingthin arrovs. Several control pathsthroughthe chip
have beenomittedfrom thefigurefor clarity — they will beintroducedasnecessarin theprocess

of describing the operation of the chip.

Beforewe describethe operationof eachmodulein the chip, identify the two input UTOPIA
ATM portsonthetop left cornerof thefigure,thetwo outputUTOPIA ATM portson thetop right
corner andthe PClbusportatthebottomof thefigure. Along with afew configuratiorpins,these
portsrepresenall of thesignalpinspresentedby thechipto theoutsideworld. We numberthetwo
ATM portsasport 0 andport 1, andthebidirectionalbusportasport 2. TakentogetherinputportO
andoutputport 0 compriseonebidirectional ATM port pair, while input port 1 andoutputport 1
compriseanother In a daisy-chainedAN interconnectgachport pair is connectedo another

APIC, or to an optical link inteaice deice.

0 It is possiblefor input port 0 andoutputport 0 to connecto differentdevices(andsimilarly for
inputport1 andoutputport1). An exampleis the perfectshufle topologyshavn in Figure5.3.
Oneof therepercussionsf doingthisis thatthe GFCflow controlfeatureof the APIC canno
longerbe used,sincethat featureassumes bidirectional ATM link betweenpairsof APICs.

Anothersideeffectrelatedo theroutingof cellsonthetransitpath;thiswill bediscussedthelow.
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Figure 6.1: Functional Block Diagram of APIC Intemals

6.1. Clock Regimes

Thechip operatesn six differentclock regimes,shovn asshadedareasn Figure6.2. Eachof
thetwo inputandtwo outputATM portsoperatesvith its own separatelock (regimesA, B, C,and
D in thefigure). Clock regimeE is clockedfrom the PCl bus,whichis nominally 33 MHz but can
be lower in somemachines.Clock regime F in the figure is known asthe APIC’s internal clock
domain. Thefrequeng of this clockis fixedat85 MHz to enableoperatiorof all ATM portsatthe
maximumpossiblerate (1.2 Gb/s),regardlessof the clock ratesfor individual portsor for the PCI

bus.
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Figure 6.2: APIC Clock Regimes
6.2. Module Functions and Rths Taken by Cells Through the Chip

6.2.1. Synchonization Modules

For everysignalthatpasse$rom oneclockregimeto anotheythereneeddo besynchronization
logic thatis responsibldor meta-stabilityresolution. Along the datapaths this synchronizations
handledby the InputSyn¢ OutputSyncTxSyn¢ and RxSynanodules. Notice that eachof these

modules straddle twdifferent clock rgimes.



84

6.2.2. Input and Output Ports

Returningto Figure6.1,the InputRort andOutputPrt modulesareresponsibldor implement-
ing the UTOPIA interfaceprotocol. The InputPortsalsoverify the headererror check(HEC) of
incomingcells,anddiscardthecell if it is incorrect. If the HEC verifiescorrectly the HEC byteis
strippedandthe cell is passedn to the correspondingnputSyncmodule. The OutputPortsare
responsibléor computingandinsertingthe HEC bytein all cellsbeforethey areoutputonthelink.
Finally, the InputPortand OutputPortmodulesareresponsibldor generatingandreactingto flow
control signals (both UDPIA and GFC flar control).

6.2.3. Businterface

TheBuslinterfaceanoduleimplementgshe PClbusprotocol. It implementgegistersfor the PCI
configutationspace andhandlesslave accesseto theseconfigurationregistersinternally. When
the APIC is the target of a memory-mappedlave accessit forwardsthe requesto the Reyister-
Manager (aka RegMgr) module, which is responsiblefor handling the correspondingegister
access.TheBuslInterbcemodulealsoimplementdbusmasteringit acceptseadandwrite transac-
tion requestsrom the DataPath module,arbitratedor the bus,andcompleteghe specifiedtrans-

action once it is grantedwmership of the bs (i.e., when it becomesi® master).

6.2.4. RegisterManager

As mentionedabove, the RegisterManaer moduleis responsibldor handlingaccesseto all
on-chipcontrol/statusegisters(exceptfor PClconfiguratiorregisterswhicharehandlednternally
by the BusInteraicemodule). The operationof the RegisterManageis illustratedin Figure6.3.
Registeraccessesanoriginatefrom oneof two placesfrom theBusintericemoduleif theregister
is beingaccessedsingmemory-mapped/O on the PCI bus (alongcontrolpathO in the figure),
andfrom theDataRathmoduleif theregisteris beingaccessedsingacontrolcell (controlpathd).
Theregistersthemselesaredistributedthroughouthe chipin five differentmodules(shavn with
adeepeshadan thefigure): theRegisterManageitself, the VC TranslationTable[J, the Pacer(],
the Requestor], andthe Interrupt/NotificationManager]. Thesearethe only programmable
modulesin the APIC; all othermodulescanbe consideredo be “dumb”. The RegisterManager
forwardsregisteraccessequestfrom the Businteraiceor DataRithto the appropriatdargetmod-

ule, using the address of thgister that is being accessed as a demuxiipdekey.
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Figure 6.3: Operation of the RegisterManager Module

Transit Path

It is easiesto explain the operationof the remainingmodulesin the designby tracingthevar-
ious pathstaken by datathroughthechip. In Figure6.4,we show thetransitpath. To simplify the
figure,we have omittedseveralmoduleghatarenotinvolvedin thetransitpath(i.e.,all modulesn

thebusclockregime). Theredarrow traceghepathtakenby atransitcell recevvedatinputportO.

6.2.5. VCXT

TheVC TranslationTablemodule whichwewill hencefortireferto astheVVCXT, holdsatable

containingentriesfor all openreceve VCs;thistableis filled in by the APIC’s controllingprocessor
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Figure 6.5: VC Translation Process in the VCXT Module

by writing to appropriatéAPIC registers. For every cell recevedoninputportsO andl, the VCXT
usegheVPI/VCI fieldsfrom thecell to performalookupin thistable. If thereis amatchingentry
in thetablefor thecorrespondingy/C, andif thatentryis markedas*operi (or valid), thedatafrom

the entry is used to decide what to do with the incoming cell.
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Figure6.5 illustratesthe lookup mechanismusedin the VCXT. The low order 8 bits of the
VCI, whichwe shallcall theVCi ndex, is usedto index into theVVC table. Thelattercontains256
entriescorrespondingo the256 receve VCsthataresupportedy the APIC. The8 bitsof theVPI
andthe high order8 bits of the VCI accountfor the remaining16 bits from the VPI/VCI fieldsin
thecell; we referto thesel6 bits asthe VCt ag. Thesebits arecomparedagpinstaVCtag thatis
partof theentryresultingfrom thetablelookup. If they match,andif thetableentryis markedas
valid (i.e.,theVCopen bitis set),thentheincomingcell is saidto have beensuccessfullyranslated
For suchcells, the VC translationdata(VCXdat a for short)field from the correspondingable
entryis usedto decidewhatto dowith thecell. TheVCXdata field containsseveralsubfieldgsuch

as:thesetof outputportsto whichthecell shouldbedirected whetherthecell shouldbetreatedas
low delay or not, etc.).

H Clearly, thelookup mechanisnusedin the VCXT impliesthatno two receve VCs supported
by the APIC cansharethe samevaluefor thelow order8 bits of theVCI (theVCindex ). This
is trueevenif the VCsusedifferentinputportsof the APIC. In asingleAPIC environment,the

usual case wuld be to use VCls ranging from 0 to 255.

With multiple APICsin a daisychain,it is possiblefor two receve VCs thatterminateon dif-
ferentAPICsin thechainto sharehesameVCindex , solongasthey differin theVVCtag part
of theVPI/VCI. In fact,for local communicatiorbetweenrAPICsin adaisychain,it is recom-
mendedthoughnot required)thatthe VCtag be setequalto the 16-bit value of the APICid
(whichis pin configurednever to be the samefor ary two APICson theinterconnect).In this
case,the VPI/VCI allocation problem for local communication(within the interconnect)

becomes the localized decision of choosing an unySaaddex .

If anincomingcellis notsuccessfullyranslatedi.e.,thereis nomatchingvalid entryin theVC
table),thenthe VCXT treatsthecell asatransitcell. Suchcellsshouldbeforwardedto the“other”
ATM port (i.e., the ATM port oppositeto the one on which the cell arrived). In the examplein
Figure6.4,thetransitcell camein onport0, soit shouldbesentoutonportl. Hadthecell entered

the APIC on port, it would leare on por.

Thus,for incomingcellsthataretransitcells,theVCXT knowstheoutputportfor thecell based
ontheportit camein on. For non-transitcells, it obtainsinformationaboutthe setof outputports

from theVC tablelookup. If this setof outputportsincludesonly port 2, thenthe corresponding
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VC is termeda receiveVC, and cells belongingto this VC follow the receivepath (which is
describedater). If the setof outputportscontainsmorethanoneport, thenwe have a multipoint
VC,; cellsbelongingto suchVCs mayfollow morethanonepaththroughthe chip (for example the

transit path as well as the regepath).

] Notethatjust because cell follows the transitpaththroughthe chip doesnot meanthatit is a
transitcell. A cell maybe successfullftranslatedn the VCXT, andtheresultingsetof output
portsmaycontainjustthesingleportthatis oppositeto theonethecell camein on. In thiscase,
thecell would behae very muchlik e atransitcell, andit would follow thetransitpaththrough
thechip. A cell canevenbe madeto loopbackto its entry port by settingthe VC tableentry
appropriately This kind of behaior is importantfor architectureotherthanthe daisychain
(for example,the perfectshufle of Figure5.3), wherethe default transitport of the APIC may

not be the right place to foaxd an incoming “transit” cell.

The VCXT encapsulategariousinformationderived from the VC tablein aninternal header
which is taggedon to the cell beforeforwardingit to the CellStoe module. For transitcells, the
internalheadelis derived basedon default valuesandon the port the cell camein on, ratherthan
from atableentry Amongotherinformation,theinternalheadercontainsthe setof outputports

for the cell, whether the cell should beeagi lov delay processing prioritetc.

6.2.6. CellStor

TheCellStoe modulecontainghemainon-chipcell buffer thatwill beusedio temporarilyhold
the ATM cells pendingavailability of the appropriateoutputport(s) (including port2 — the bus
port). The capacityof this cell buffer is 256 cells. The CellStoremodulealsoimplementsseveral
FIFO queuedhatcontainpointers(8-bit indices)to cellsstoredin the cell buffer. Usingthistech-
nique,the 256 cellsworth of storagen the cell buffer canbe sharedamongsimary FIFO queues.
Oneof theseFIFO queuess calledthefreequeue it holdspointersto free slotsin the cell buffer.
TheremainingFIFO queuesrecalledbusyqueuesthey hold (pointersto) cellsawaiting outputon
oneor moreof thethreeoutputports. Wheneer the CellStorerecevesa cell from the VCXT, it
storesthecell in the slot thatis pointedto by the entryatthe headof the free queue. This entryis
thentakenoff the free queueandput ontooneor moreof the busy queues.Sincewe arecurrently
focusingon the transitpath,we introduceonly the busy queuedor ports0 andl; the busy queues

for port2 will be discussedvhenwe cover receve pathprocessing.As showvn in Figure6.6,the
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Figure 6.6: FIFO Queues in the Cell Star (Port 2 queues not included)

CellStoremoduleimplementgwo busyqueuesachfor ports0 andl1: onefor low delaytraffic, and
the otherfor normaldelaytraffic. All transitcells areautomaticallycateorizedby the VCXT as
low delay(thisis indicatedby a bit in theinternalheadethatis attachedo the cell), sothesecells

will be aways be put on thiew delay queuéor the appropriate output port.

O As we will seelater, the low delaybusy queuecan,in additionto transittraffic, containcells
from low delaytransmitchannelsandfrom low delayreceve VCs. The normaldelayqueues
cancontaincells from best-efort and pacedtransmitchannelsandfrom normaldelayreceve

VCs. Note that the normal delay queues for posdl never carry ag transit trafic.

EachOutputPorreadscellsfrom thecorrespondindpusyqueuesn the CellStoreandtransmits
thesecells at the maximumlink rate,solong asit hasa grantfrom the downstreandevice (using
eitherUTOPIA or GFCflow control). Thelow delaybusyqueueis alwaysgivenpriority overthe
normaldelaybusyqueue.In otherwords,no cellswill betransmittedrom thenormaldelayqueue

for a port until the lar delay queue for that port has been completely drained.

Receve Path

Now thatwe have finisheddescribinghetransitpath,we move onto thereceivepathwhichis
showvn in Figure6.7. An incomingcell is consideredo beareceve cell if it is successfullytrans-
latedin the VCXT, andif the setof outputportsfrom theresultingVCXdata field of theVC table
includes pore (the lus port). In this case, the cell will follothe receie path through the chip.
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Whena receve cell arrivesat the CellStore,it is put onto one of the busy queuedor port 2.
Figure6.8 expandson Figure6.6to includethe setof busyqueuedor port2. Asfor portsOandl,
thereis a low delaybusy queuefor port2. However, while portsO and1 wereassociateavith a
singlenormaldelaybusyqueuetheCellStoremplement256normaldelaybusyqueuedor port 2,
onefor eachof the256receve VCsthataresupportedy the APIC. Thiskind of perVC queueing
is requiredto supportcell batching(seeSection5.5.5),aswill beevidentoncewe describeheser-

vice discipline used to empty these queues.
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H Notethatall low delaycells,regardlesof theirVC, areputinto thesinglelow delaybusyqueue.
Thisimpliesthatthereis no perVC queueingor low delayVCs, andconsequentlijow delay
VCs cannotbenefitfrom cell batching. Thisis acceptabldecauseell batchinghelpsimprove
throughputandour assumptiorthatlow delayVCs carry small amountsof datainfrequently

implies that thg do not also requireery high throughput.

On the output side, the RxSyncmodule readsreceve cells from the CellStoreand creates
batchesof oneor morecellsfor processindy the Requestor/Datad®h subsystem.The following

rules are used to decide whiahsly queue the wécell should come from:

1. Thelow delayqueueis alwaysgiven priority. In otherwords,if the low delaygueueis not
empty it will always be serviced in preference to the normal delay queues.
2. If thelow delayqueueis empty thencellswill bedravn from oneof thenormaldelayqueues.

The CellStorekeepstrack of the setof normaldelaybusy queuedhatarenotempty This set



92

is maintainedasa list of VCindex values. Wheneer a receve cell is placedin a normal
delayqueuethatis notalreadyin the set,thatqueues addedo the setby appendinghecorre-
spondingvCindex tothetail endof thelist. Thislistis usedto servicethenormaldelaybusy
gueues.Thequeuerepresentetty the VCindex attheheadof thelist is servicedfirst, andit
is completelydrainedbeforemaoving on to the next queuein thelist. This policy guarantees
thatall the busy queueswill be servicedeventually Also, sincethe busy queuefor eachnor-
mal delayVC is completelydrainedbeforemaoving on to anotherusy queue the batchingof
cells belonging to the same VC is maximized.
O Somemay arguethatthis policy is unfair becausein overloadconditions,it would give all of
thebandwidthavailableonthebusto asingleVC. While thisis true,we believe thatit is better

for at leastoneVC to getits datathroughduring congestionasopposedo losing somedata

from all VCs.

Anotheramgumentagainstsucha policy is thatit couldresultin datafrom oneVC beingsignif-
icantly delayedby datafrom anothe®VC. Thisis trueonly in overloadconditions;otherwise,
theintenval betweenwvhena queues drainedcompletelyandwhenit canbe servicedagainin
thefutureis limited by the sizeof the cell buffer (256 cells). If betterdelaycharacteristicare

desired, lav delay VCs should be used.

6.2.7. RxSync

Continuing our discussionof the receve path (Figure6.7), we already mentionedthat the
RxSyncmodule,in additionto servingasa synchronizatiormodulebetweenclock regimes,also
performsthe taskof creatingbatchesof cells belongingto the sameVC. To aid in this task,the

RxSync has a small amount of internal storage (8 celfthjv

6.2.8. Requestor

The Requestomoduleis responsibldor decidingwhena batchfrom the RxSyncshouldbe
processedl, andfor figuring outhow to processhesebatches. TheRequestocontainamostof the
perchannektatefor bothtransmitandreceve channels.Also, alarge chunkof the“brains” of the
APIC (i.e., the controllogic) areconcentratedh the Requestomodule. Someof the tasksof the

Requestor are:
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 To arbitratebetweerrequestso transmitcellsthataregeneratedby the Pacermodule,and

requests from the RxSync to process naaxicells].

» To do all of the DMA processing for the fdifent DMA modes, and to figure out where in

external memory data should be written to (or read from).

« To breakup transmitor receve requestgrom the Pacerand RxSyncmodulesinto appro-
priate sizedtransactionghat canbe issuedon the bus, taking into accountthingslik e the

hosts cache line size, etc.

« To report interrupt\eents to the Interrupt/Notification Manager module.

6.2.9. DataRth

TheRequestodoesnotitself move ary data;it implementghe controllogic thatdecidesvhen
datashouldbe moved,whereit shouldbe moved,andhow muchto move. It providesthisinforma-
tion to the DataPath moduleld, which is responsibldor actuallymoving thedata. Onthereceve
path,the DataRath takestransactiorrequestdrom the Requestoand processetheserequestdy
issuingcommandsdo the BusiInterficethatresultin databeingreadout of the RxSyncandwritten
to externalmemory While the datais in flight, the DataRath moduleis alsoresponsibldor data

path operations such as computing the AAL-5 CRC and TCP checksumeoeved frames.

TheRequestoandDataRath modulesform a pipelinedsubsystemwhile the DataRathis mov-
ing datacorrespondingo a transactiorrequestthe Requestolis computingthe next transaction
requesthatshouldbeissued. This pipeliningensureshatthe APIC cankeepup with thefull rate
of the PCI lois.

6.2.10. IntrNfyMgr

As cellsarereceivedandthedatafrom thesecellsis written to externalmemory variousinter-
rupteventsmayoccur TheseeventsarerecognizedytheRequestqrandarepasseantotheData-
Path modulealongwith the correspondingransactiorrequest]. The DataRath blindly forwards
theseevent notificationsto the Interrupt/NotificationManager (IntrNfyMgr for shortymodule,as
soonasthetransactioris completed]. TheIntrNfyMgr moduledecidesvhetheror nottheinter-

rupt eventshouldresultin anactualinterruptto the processar If so,it raisesthe businterruptline
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Figure 6.9: The Tansmit Path

1, andalsoresumeghe remoteinterruptchannel(if onehasbeenconfigured). Finally, the IntrN-

fyMgr module also maintains the APKXhotification list.

Transmit Path

We now go oneto describethe transmitpath,shavn in Figure6.9. We begin our discussion

with the Pacer module,which is responsibldor generatingequestdo transmitbatchesof cells.

The Pacergeneratesheserequestdasedn the currentlyactive setof low delay pacedandbest-

effort channels.Note thatfor pacedchannelsthe Pacergeneratesequestgeriodically basedon
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thechannel pacingrate. TheRequestoarbitrateetweenrequestfrom the Pacer] andrequests
fromtheRxSync(for processin@f recevedcells). Thearbitrationalgorithmusedoby theRequestor
is based on the folaing simple priority order:

control cell > low-delay Rx> low-delay Tx> normal-delay R all other Tx

If thewinning requests from thePacer(i.e., it is for Tx), thenthe Requestobreaksup therequest
for the batchof cells into appropriatesizedtransactiorrequestswhich it issuesto the DataRath
modulel]. Theprocesss very similarto thatusedon thereceve path,exceptthatin this casethe
transactiorrequestsesultin databeingreadfrom externalmemoryandencapsulateth cellsthat
canthenbetransmitted.Duringtheproces®f issuingtransaction$o readdatafrom externalmem-
ory, the Requestomayrecognizanterruptevents,which it passegthroughthe DatarRith ) to the

IntrNfyMgr 0. This is agin very similar to the recee path interrupt and notification processing.

The transmitcells, onceconstructedn the DataRth, aretaggedwith aninternalheaderthat
specifieghe outputportfor thecell (theinternalheadecancomedirectly from externalmemaoryif
thechannelusesAAL- 0). Theseaggedcellsareforwardedthroughthe TxSyncto theVCXT. For
transmitcells that do not have to be loopedbackto port2, the VCXT merelyforwardsthe cell
unchangedo the CellStore. The latter putsthe cell on oneof the busy queuedor the appropriate
outputport, from whereit canbereadoutby thecorrespondingoutputPorimoduleandtransmitted
onthelink. Thechoiceof busyqueuein the CellStore(low delayor normaldelay)is specifiedin
thelow delaybit thatis partof theinternalheaderthis bit is setif the cell camefrom alow delay

transmit channel, and is cleared if it came from a paced or lfedtatfannel.

Control Cell Path

Figure6.10showvsthe pathtakenby a controlcell andthe correspondingesponseell through
the APIC. Notethattheresponseell learesthe APIC on the sameport pair thatthe control cell
entered. In the exampleshowvn, the control cell entersfrom input port1, so the corresponding
responseell will leave from outputportl. Thisis becauseheresponseell shouldbereturnedo
the sendingentity. Contrastthis with the transitpath,wherea cell leavesthe APIC from the port

opposite to the one it came in on.

Control cellsarrive on the specialcontrol VC thatis characterizedy VCindex = 0x21,and

VCtag = APICid . Here,the APICid is a 16-bitpin configuredvaluethatis differentfor every



96

Port O Port O
Input Input gt%l:,e Output Output

- Port Sync ma Sync Port

Port 1 Port 1

N B
Input Input Output Output

»ﬂ-’ﬂ’ o -> -> - - g

Port 2 Port 2

S )| RXSync
m
"1_ .
Pacer
Requestor
m
RegMgr @
Y v
<> DataPath I
I
T l Y
Buslnterface
IntrNfyMgr

PCI-32/64 Bus %ib@

intr

Figure 6.10: Contol and Response Cell &h

APIC alongthe pathtraversedby the control cell enrouteto its target APIC. Think of thisin the

context of adaisychainof APICs. In effect, the APICid senesasanaddresgor thetamget APIC.

TheVCXT recognizesncomingcontrolcellsbasedn this encodingof the VPI/VCI. It forwards

such cells to the CellStore with an internal header that specifies:

1. that the cell is a control cell,
2. that it should be output to port 2, and

3. that it should be treated as avldelay cell.
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Consequentlythecell endsupin thelow delaybusyqueuefor port 2 in the CellStore. As was
thecasdor thereceve path,theRxSyncreadghecell outfrom thisqueueandgenerateareceved
cellrequestotheRequestor]. Recognizinghecellasacontrolcell,theRequestoissuesaspecial

“control cell transaction” to the Datath module.

All of thecontrolcell processings carriedoutwithin the DataRithmodule. First, the contents
of the cell arereadout from the RxSync. Next, the CRC for the cell is verified, andthe cell is
droppedif the CRCis incorrect. Following this, the DataRath compareshe sequenc&umberbit
in the cell to the expectedsequenc@umber(asperanalternatingbit protocol). If they match,the
operationspecifiedin the cell is carriedout anda new responseell is generated.Otherwise the
contentsof the cell areignoredandthe previous responsesell (i.e., the one correspondindo the
previoussuccessfutontrolcell operation)s used. In bothcasesa CRCis computedandinserted
in theresponseell. Oncethisis done,thecell is treatedasa transmitcell andforwardedwith the
appropriateénternalheaderto the TxSync,from whereit makesits way alongthe usualtransmit
pathto the appropriateoutputport. It is importantto noteherethatthe ATM headersedin the

response cell is deed from the contents of the corresponding control cell.

As discusseackarlietr control cell operationanbe eitherinternalaccesseto the APIC's on-
chipregisters,or externalaccesse® memoryor anotherevice thatcanbe accessedver the PCI
bus. For internalaccesseshe DataRathcarriesouttheoperatiorby issuingrequestslirectly to the
ReagisterManageto reador write the specifiedregister 0. For external accesseghe DataRth

issues writd] or read] transaction requests directly to the Buslategfmodule.

Multipoint and Loopback Paths

We have so far discussedntra-chip pathsfor point-to-pointconnectionsonly. The transit,

receve, and transmit paths can be combinedaious vays to yield multipoint intra-chip paths.

Figure6.11shavsonepossiblanultipointreceie path. Cellsbelongingto aVC thatoriginates
atoneof thetwo ATM portscanbedirectedto ary combinationof the threeoutputports. The set
of outputportsfor sucha VC is controlledby a subfieldin the VCXdata field of the VCXT table.

For the é&ample in the figure, all three output portsuld belong to this set.
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Figure 6.11: A Multipoint Receve Path

A noteabouttheimplementatiorof the multipoint capabilitywithin the CellStoremoduleis in
order Theinformationaboutthe setof outputportsfor a cell is forwardedto the CellStorealong
with eachcell, aspartof the cell'sinternalheader AlthoughFigure6.11shavs threecopiesof the
cell beingmadein the CellStoremodule,in reality thesearelogical copiesonly. Eachincoming
cell occupiesonly onecell slot in the CellStores cell buffer, but a pointerto this cell slot canbe
storedin multiple busy queues(one busy queueper destinationoutput port). Wheneer a cell
reacheghe headof a busy queueandthe correspondingutputport becomesvailable,the cell is

outputto thatport,andthe pointerentryis removedfrom the headof the busyqueue.However, the
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Figure 6.12: A Multipoint Transmit Path

cell slot containingthe cell cannotbe returnedto the free queueuntil the cell hasbeendequeued
from all of thebusyqueuesnwhichit is enqueued.The CellStorethereforemaintainsareference
countfor eachslotin the cell buffer; a (pointerto a) slotis not returnedto the free queueuntil the

reference count reaches zero.

Figure6.12illustratesa multipointtransmitpath. Thisis identicalto thetransmitpaththrough
thechip, exceptthata copy of thecell is sentto bothoutputATM ports. Oneexampleof the useof

this path veuld be to implement broadcast in a daisy chain LAWrenment.
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Figure 6.13: Loopback Rth

As in thecaseof themultipointreceve path,the CellStoreneedgo enqueueellsfollowing this

pathonthebusyqueuedor bothATM ports,andto dothisit looksin theinternalheadeof the

cell to discover the setof outputportsfor thecell. For the multipoint receve path,theinternal

headelis taggedontothe cell in the VCXT, basedon informationderived from the VC table

lookup. For the multipoint transmitpathhowever, the internalheadelis alreadytaggedto the

cell beforeit evenreachegshe VCXT — for AAL- 0 channelgheinternalheadelis readalong

with the cell datafrom externalmemory while for AAL-5 channelst is attachedalongwith

the ATM cell header) to the cell payload by the DatdiPmodule.



101

Port O Port O
Input Input cell Output Output
_’ Port Sync Store -’ Sync Port
Port 1 Port 1
Input Input | ' Output Output
_’ Port Sync VCXT -’ -’ Sync Port
Port 2 Port 2
TXSYNC ey =)y RXSync
n
"1- .
Pacer
Requestor
I
RegMagr
h 4
DataPath I
n
T l Y
Buslnterface
IntrNfyMgr

|
PCI-32/64 Bus intr
\/

Figure 6.14: A Multipoint Loopback Path

In Figure6.13,weillustratethe pathtakenby cellsthatareto beloopedbackto externalmem-
ory. SinceATM VCs are unidirectionalentities,the loopbackfeaturerequiressettingup both a
transmitandareceve VC. A loopbackcell transitionsrom thetransmitpathto thereceve pathin
the VCXT, asindicatedin thefigure by the differentcolorsusedfor the two segmentsof theloop-
backpath. Usually, cellsfrom transmitchannelslo notrequireatablelookupin theVCXT. How-

ever, if the setof outputportsfor a transmitchannelincludeport 2, thenit is aloopbackchannel,
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andcellsbelongingio suchchannelsindegoatablelookupin theVCXT. Fromthatpointon,these

cells are treatedxactly as if thg were cells that were reeeid on one of the input™ ports.

The last paththroughthe chip thatwe describes the multipoint loopbackpath, illustratedin
Figure6.14. Thisis identicalto the loopbackpath,exceptthatthe VC tablelookupin the VCXT
yieldsmorethanonedestinatioroutputport. It is veryimportantto notethatthesetof outputports
actuallytakenby cellsalongthis pathis a propertyof thereceve VC, andnot of thetransmitchan-
nel. Indeeddependingnhow thereceve VC is configuredatransmitcell originatingfrom aloop-
backtransmitchannemaynotevenbeloopedback— it could,for example,simply besentto one
of the outputATM ports(althoughtheredoesnt seemto be muchpointto suchanexercise,since

the same éfct could be achied by just a transmit channel alone).

6.3. Racer Design

While mostinternalblocksof the APIC have straightforvardimplementationshe Pacerblock
deseresspecialmentionbecausef the uniqguehardwarearchitecturat usesto enablepacingof
traffic overmary simultaneoushannelsvith differing pacingrates As mentionecearliet thenovel
d-heappacingalgorithmusedby the Pacerallows the APIC to provide QoSin avery flexible man-

ner to \arious types of applications.

Naive approacheso implementingpacing,suchasparallelsearchof departurgimesof cells
from variouschannelsdo not scale,and canbe excessie in their spaceand power requirements
whenthe numberof channeldo be supporteds large. Most commercialATM network interfaces
emplgy suchnaive schemeswhichis why they cannotsupportmorethana very smallnumberof
pacedchannelsin orderto scaleto large numbersof channelsa bruteforce approachdoesnot
work, andcleverertechniguesrecalledfor. Whensearchindor anappropriatealgorithm,we have
to keepin mind bothareaandpower constraintsaswell asbeingableto meetthetiming neededo
issuepacinggrantsonceevery cell time. It took severaltrials anditerationsuntil we hit uponthe
solutionwhich is describedbelon, andwhich is scalableto very large numbersof connectionsat

modest cost.

Everypacecchanneln the APIC hasanassociatetjpacinginterval”’, whichrepresentthetime

intenal betweersuccessie cell transmissionsThepacingratefor thechannels simplytheinverse
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of this quantity Eachchannelis alsoassociatedvith an “expirationtime”, which is thetime at
whichthenext cellis scheduledor transmissiomnthatchannel.All of thechannelsaremaintained
onaneventqueuewhichis keyedonthe expirationtime. Whenever the currenttime is equalto or
greatetthantheminimumexpirationtime of ary channelacell is transmittedrom thecorrespond-
ing channelandthe channels expirationtime is incrementedy the pacingintenal, andreinserted
into the eventqueue. This simplealgorithmcanimplementpacingover large numbersof connec-
tions. Theonly problemis: how doweimplementaneventqueudan hardwarethatis keyedon expi-

ration times of lage humbers of connections?

Our solutionto this problemis to usea d-heapdatastructure with alargevalueof d. Theway
we formulatethe datastructures speciallygearedowardshardwareimplementation.Figure6.15
shavs ad-heapfor 256 channelgeachof whichis indexedwith its channeld, CID). Thelow heap
containsthe expirationtimesof all the channels.The low heapis dividedinto 16 blocks,andthe
minimum expirationtime from eachblock is storedin the mid heap. Thus,the mid heaphasonly
16 entries. Finally, the top heapcontainsthe minimum expiration time from all the entriesin the
mid heap;it is the minimum expirationtime over all channels.Whenreadyto transmit,the Pacer
modulein the APIC issuesarequersto transmita cell from the channelcorrespondingo thetop

heapentry, It thenaddsthe pacinginterval to thatchannels expirationtime, andrecomputeghe
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minimum from the correspondingplock in the bottomheapandthenrecomputeshe minimum of

all the entries in the mid heap.

With this solution,notethatd is 16, andsoonly a single16 wide comparatotreeis neededo
do all the comparisons. The lower levels of the d-heapare larger, so an implementationcould
chooseo putthemin morecompacbut slovermemoriegeg., DRAM), while placinghigherlevels
of thed-heapin bigger(in termsof area)but fastermemorieSRAM or registers). In the current

APIC prototype, the b and mid leels are in SRAM, while the topJel is a rgistet

With this paceralgorithm, the lookup time is O(logyn), wheren is the numberof channels.
Clearly by makingd large,thelookuptime canbereducedo veryreasonablemallconstants.The
costof increasingd is alargercomparatotree(in termsof area). With d = n, this schemeaeduces

to the brute force approach mentioned earlier

Notethatthesizeof theheapdatastructures O(n), whichis optimal.Also notethatvery large
numbersof channelsanbe supportedy increasinghe depthof the heap,andincreasingd. For

example, 32K channels can be supported by using a feelrheap withd = 32.

Thereis oneissuethatwe would lik e to point out herewith regardsto the pacingintenals: we
getfiner granularitiesof pacingbandwidthat lower bandwidthswhich is quite a nice propertyto
have, exceptthatthegranularityat high bandwidthgs too coarséf the pacinginterval is aninteger.
For example,with integerpacingintervals, it is not possibleto getary bandwidthbetweer0.5and
1.0of themaximum(link) bandwidth. To overcomethis limitation, the pacinginterval needgo be
specifiedwith a fractionalpart,asa fixed point realnumber In the APIC context, we foundthat
usinga 24 bit valuefor thepacinginterval, with a 16 bit integerpartandan8 bit fractionalpartgave
ussufiicientgranularityat high bandwidthsyhile allowing usto beableto specifyvery low band-

widths at the other end of the spectrum (in the range of &és).
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Chapter 7
APIC Software

In this chapterwe cover the softwareframework in which the chipis intendedto operateand
describeéheimplementatiorof the APIC’s kerneldriver, which is animportantpieceof thatframe-

work.

7.1. Owrall Software Framework

Figure7.1shovs aproposedoftwareframenork for the APIC chip. In orderto limit thescope
of work, notall componentsn this softwareframenork have beenimplementedThe components

with darker shading represent those that weehianplemented in our NetBSD test platform.

O TheNetBSDoperatingsystemwasselecteecausé is opensourcefeaturesanindustrystan-

dard Internet protocol stack, and is in use ires& other projects at our site.

The TCP/IPstackandthe soclet layerarecomponentshatarestandardn NetBSD.Many of
the remainingcomponentgemainunimplementedat the time of this writing. It is expectedthat
future usersof the APIC chip from otherprojects,aswell asfrom the Gigabit Kits initiative, will

invest the time to implement most of the other pieces of this Wwanke

Theboldlinesin thefigurerepresentifferentdatapathsthroughthesystemLight linesrepre-

sent control paths.

The APIC kerneldriver implementsall of the in-kernelfunctionality neededo supportcom-

municationusingthe APIC. It makesuseof the facilities provided by an ATM device-dependent



106

DIdV 9yl 10} yiowawelH aem)os T

/ 9inbi4

oldVv
1aAuq [sui)| DIdV 1BALUQ INT
1aALIQ uBpuadppul-221IA8Q INLY
Joddng (NLVY)
19)120S NLV dl/dOlL
Buljeubis mey
|
E\om._/@ﬂoom
|
1ALl ‘g1 |oAuUo
mo&m m_%_% Bryuooy uowseq '|ddy %ow__mm | iddy
wie bulreubls | OAS dl/dOL
uoneolddy 13|j0nuo)d




107

driver thathasbeendesignedo abstracbut functionality commonto all ATM network interfaces.
Thus,for example,the Efficient Networks (ENI) ATM driver could sharethis sectionof the driver
codewith the APIC. Thedriver interfacesdirectly to the systems TCP/IP stack,therebyallowing

legacy TCP/IP applications to use the APIC for communicatiores the Internet.

TheRawv ATM (RATM) layerprovidesAAL-0 andAAL-5 transmissiorandreceptioncapabil-
ities directly to applicationsresidingin userspacelt usesthe operatingsystems soclet layer to

export this service to these applications.

Beforeary communicatiorcanoccurovertheAPIC, theon-chipchannel&ndconnectionshat
will be usedneedto be configured.This canbe donein oneof two ways. The atm_ifconfig
userspaceutility canberuneithermanuallyor in abatchscript;it takesanumberof parameteras
argumentsandmakesthe appropriataéoctl systemcallsto the driver to configuretheseparameters
into thechip. It canbeusedto setupor teardavn connectionsassignpacingratesto channelsetc.
This utility is typically usedto setuppermanenvirtual circuits (PVCs)thatoriginateor terminate
at the APIC.

ATM switchedvirtual circuits (SVCs)canbe setupusingasignallingdaemonwhichis auser
spaceprogramthat,in additionto implementingthe signallingprotocols,makesioctl systemcalls
to the APIC driver to configureconnectionsn a mannersimilar to atm_ifconfig . Different
SVC applicationgnake requestso the signallingdaemorto setupandteardevn end-to-endirtual
circuits; theseapplicationscanusespecialsignallingsocletsto communicatewith the signalling
daemonOncea connectiorhasbeensetup theseapplicationsccanmalke soclet callsto the RATM

stack to send and regeiATM AAL-5 frames.

The remotecontroller processshavn in the figure canbe usedto control remoteAPICs that
resideon the local desk-areanetwork. The controllerimplementsa device driver for the remote
APIC in aspeciakremotecontrollibrary. It mayalsoimplementadriverfor theremotedevice. Since
all communicatiorwith the remoteAPIC anddevice is throughcontrol, responseand interrupt
cells,thecontrollerneedgheability to beableto sendandreceve raw AAL-O cellsusingthelocal

APIC; it can use soeh calls to the RAM protocol layer to achie this.

Thefigure alsoshavs anapplicationusingthe APIC’s userspacecontrolmodel.In this case,

thekerneldriveris usedonly for thecontrolpath,suchasfor settingupaProtectedMA / Protected
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Figure 7.2: APIC Kernel Driver Structure

I/O channel The userspacedriver, which is implementedasa library linkedwith the application,
is responsiblefor all datapath communicationusing ProtectedDMA and Protected/O to talk
directly to the APIC chip. In this context, in additionto othercallsalreadysupportedy thekernel
driverfor in-kernelprotocolimplementationsthe following additionalcallswould, ata minimum,

need to be supported:

« A systemcall for allocatinga protecteddMA channel.The kerneldriver would allocate
the protecteddMA descriptorpool for the channelandmapthe userdescriptorgortion
of it into the addresspaceof the calling processA file descriptowould be allocatedand

used as a handle for referencing the channel.

» A systemcall for binding a protectedDMA channelto an ATM VC. The corresponding
perchannekegisterswould be setupin the APIC by this systemcall, andthe APIC’s inter-
rupt serviceroutinewould be configuredto wake up the userprocessdf it is sleeping(for
example,waitingonaselect()  call) awaiting aneventonthefile descriptorthatrefer-
encesthe protectedDMA channel.The call would additionally setupthe protected|/O
accesanaskregister for the channel,and mapthe useraccesgegion of the perchannel

registers into the calles’address space and return a pointer to it.
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In addition,for easyportability of the userspacedriver betweendifferentoperatingsystems
andervironmentsthekerneldriver would needto supporta systemcall to wire userspacebuffers

into physical memory (most operating systems already contain such a system call).

7.2. Kernel Driver Structure

Thekerneldriver is responsibldor all controlrelatedoperationgor the APIC chip, aswell as
for supportingdatamovementfor kernelresidentprotocols(e.g., TCP/IR RATM, etc.).Figure7.2
shawvs the modularstructureof this driver. The PCI bus-dependerptortionsof the codehave been
abstractedut to enableeasyporting of the driver to future revisionsof the chip thatarebuilt for a
differentl/O bus.Most of the driver functionalitythatwasdeemedo be commonto all ATM net-
work interfacesvasalsoabstractedutinto anATM device-independerdriver module.Theinten-
tion is to allow otherATM network adapterdriversto sharethis codewith the APIC. The bulk of
the APIC-specificcodeis containedn the bus-independentortion of the driver, which comprises

the remainder of the code.

The ATM device-independerdriver exportsa commonview of all ATM network interfacesto
the higherlayer protocols.This includeswhat VCs are supportedoy the device, and othersuch
device capabilities.It alsomaintainsa list of all actve VCs andthe device-independenstatefor
eachVC (for example the AAL typeandtraffic parameters)rhis portionof thedriveralsohandles
AAL framingandLLC/SNAP encapsulatiomf paclets,addressesolution(i.e., translationof an
IP addresgo an outgoing ATM VC), and addresshinding to allow routing table entriesto be

inserted for PVCs to diérent destinations.

Thebus-independerortionof thekerneldriveris responsibldor recognizinghe presencef
an APIC device at bootuptime, andfor registeringthe device with the kernel’s autoconfiguation
code.Following this, it mapstheglobalaccesandkernel-accesperchannetegistersof the APIC
into thekernelsvirtual addresspaceThis partof thedriver is alsoresponsibldor registeringthe
interruptserviceroutinewith the kernelsinterruptfielding code,andfor settingup theendianness

registers in the APIC based upon the machkimeitve endianness.

Thebus-independermiortionof thedriveris responsibldor almosteverythingelse;someof the

tasks it handles are:
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« chip reset and initialization

* implementation of ioctls for setting WYCs and controlling other g&e parameters

* descriptor allocation and management

transmit and recee processing

interrupt handling

» page mapping for protected 1/0O

setup of protected DMA channels

The currentversionof the driver usessimple DMA for transmitchannelsandpool DMA for

receve channels, and supports both IP and@RAs higher layer protocols.

7.2.1. Interaction with IP

All IP communcations assumedo take placeusingATM PVCswhich have beenpre-config-
uredin network switchesFirst,the APIC needdo beassignedlocal IP addressisingtheifcon-

fig program; for gample:
ifconfig apicO 128.252.169.100 netmask Oxffffffff up

Next, the PVC is setupusingthe atm_ifconfig utility, which talks directly with the ATM
device-independenportion of the APIC’s driver. The usageof the atm_ifconfig programis

shown belav:

atm_ifconfig apicO [tx|rc] <vpivci> [aalO]aal5]

[lc | nollc <protocol>] [lowdelay | paced <rate> | Dbesteffort]

Finally, arouteneeddo be addedto the systems routingtablein orderto allow the pacletsto

be routed wer this PVC. This is done using the systeraute program; for gample:

route add -iface 128.252.169.200 -link apic0:0x000010
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struct sockaddr_ratm sa;
struct vcparams vcparams;

[* Create socket */
sock = socket(AF_RATM, SOCK_DGRAM, 0);

[* Create and connect to a new VC */
sa.sratm_family = AF_RATM,;
sprintf(sa.sratm_if, “apic0”);
sa.sratm_vpivci = 0x000010;
bind(sock, &sa, sizeof(sa));

[* Setup VC parameters */

vcparams.aal = AALS;

vcparams.do_llc = 0;

vcparams.traftype = PACED,;

vcparams.rate = 10*1024;

loctl(sock, SIOCSETVCPARAMS, &vcparams);

[* Now can send packets on socket, will get
sent as AAL-5 frames at 10 Mbps */
write(sock, buf, sizeof(buf));

Figure 7.3: Example Code to lllustrate RAM Access to the APIC

This commandnsertsan entry into the systems routing table which tells the systemthat all
pacletsdestinedfor host128.252.169.20@reto be sentto device apic0,andthatthey shouldbe
sent out wer the virtual circuit with VPI = 0x00 and VCI = 0x0010.

7.2.2. Interaction with RATM

The RATM (raw ATM) protocol implementationallows userspaceapplicationsto usethe
familiar soclet API to transmitandreceve AAL-0 or AAL-5 frameswith the APIC. Figure7.3is

an examplecodesggmentthat bindsa RATM soclet to an APIC virtual circuit, and setsvarious
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paramtersassociateavith the VC beforeit startssendingdataon the soclet usingstandardsoclet

system calls such agndto()  orwrite()
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Chapter 8

Experimental Results

The APIC hasbeensuccessfullffabricatedandtestedin its first spin, with the exceptionof a
coupleof smallbugs.Thechipis currentlyin usein several projects,someof which utilize novel
featuressuchasthe remotecontrol capability This chapterdescribesomeof the experimentsve

performed on the APIC using the NetBSérel drier, and the results of thosgpmeriments.

vpi=0x00
vci=0x0047
AAL-5 w/ LLC
nmvcl - nmvc2
1.2 Gbh/s G-Link
optical fiber
192.168.10.3 192.168.10.4

Figure 8.1: Experimental Setup

Figure8.1 shows the experimentalsetupusedin all our tests.It consistsof two machines,
nmvcl andnmvc2, eachwith anAPIC in it. Thetwo APICsarelinkedusinganopticalfiber with
1.2 Gb/sG-link. In mostexperimentsavirtual circuit with VPI=0 andVCI=0x47is setupandused
for communicatiorin both directions.Both machinesare450MHz Pentiumll PCswith 128 MB
of memoryeach Both machinesun NetBSDandusethelocally developedAPIC driver. Table8.1
lists someof the performanceametricsof thesemachinesasmeasuredisingthelmbench bench-

mark suite.
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Table 8.1: Rerformance metrics br NetBSD on PCs used in experiments

CPU Memory read bandwidth | 2.2Gb/s
CPU Memory write bandwidth | 1.4Gb/s
CPU Memory cop bandwidth | 1 Gb/s

Null system call latenc 2 Uus

Contet switch lateng 11pus

8.1. Best-efbrt TCP Thr oughput

Out first testwasto measurehe TCP throughputfor best-efort traffic. In this test,specially
written client andsener programswere usedto transfera 16 MB buffer 25 timesover a TCP/IP
soclket connection.The soclet buffer sizewassetto 64 KB. The obsered throughputwasabout
300Mb/s. While this may soundlow, it is very competitve with someof the highestnumbers
reportedin the literaturefor communicationin this classof machine.lt is importantto notethat
becausehe standardl CP/IP stackis beingusedthe numberof datatouchesrom this stackis 5.
In addition,becausef a seriousAPIC bug, thedriver is forcedto re-orderthe wordsin areceved
paclet; thisresultsin anadditionaltwo datatouchespring thetotalnumberof datatouchedo 7. So

a performance number of 30b/s despite this high number of touches is encouraging.

8.2. Racing Test for UDP Traffic

Thenext testweranwasintendedo testthe APIC’s pacinglogic. TheVC usedin thetestswas
setupasapacedchannelvith avariablepacingrate,and25datagramef 9 KB eacharetransmitted
over this VC. The soclet buffer sizewassetto 240 KB, the maximumpossiblevaluein NetBSD.
Notethatall of thetransmitteddatacanfit within the soclet buffer; thisis importantbecauséJDP
hasno builtin feedbackandsincesoftwareis ableto generatalatafasterthancanbe consumedy
the APIC, sendingmoredatathanthesoclet buffer in asinglesendcall would resultin pacletloss.
Thereceverrecordghetime atwhich thefirst datagramis receved,andalsothetime atwhich the
lastdatagranis receved.Thedifferencdas usedto computeherateatwhichdatawasrecevedover
theconnectionin Figure8.2,thethroughpurateis plottedasafunctionof therateparametespec-
ified to theto theatm_ifconfig program.Thelatteris usedin a specialformulato computethe

pacingparameteactuallyprogrammednto aregisteronthe APIC chip, andit is intendedthatthe
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Figure 8.2: Throughput vs. Specified Bcing Rate br UDP Traffic

specifiedrateshouldcloselymatchtherateat which the APIC actuallysendsout dataon theinter-
face.Eachtestwasrepeatec numberof times,andthe minimumandmaximumobsenredthrough-
putsfrom differenttestrunsareplottedseparatelyn the figure. As canbe seenfrom the plot, the
specifiedthroughputdoesmatchthe obsered throughputup until about330Mb/s, at which the
obseredthroughputwhich lies betweernthe minimum and maximumcurves, baginsto level off.
Thisis alsothepointatwhichthe minimumandmaximumratesdiverge. Thereasoris thatbeyond
thesdevelsthemachines limitationsin termsof CPUandbus utilization begin to affecttheactual
throughputthat the APIC canachiese in readingandtransmittingdataover the connection.The
uncertaintyintroducedby this interferencealsoresultsin widely varying resultson differentruns
of the experiment;the supetlinearbehaior of the curvesbetweem50Mb/s and500Mb/s canbe
attributedto this noisinessn thedatacollected.It is interestingto note,however, thatthroughputs
ashighas550Mb/s have beenachieved,whichis remarkablagiventhetheoriticalmaximumis the
PClbusrateof 1 Gh/s,andgiventhe numberof datatouchesor eachUDP pacletis 7 (becaus®f
theAPIC bugmentionecearlier).If thespecifiedrateis increasedheyondabout550 Mb/s, we begin
to seepacletloss(thisis notshavnin thefigure),whichis to beexpectedgiventhatthetransmitter

is capable of sending at a higher rate than theviageAPIC can sink.
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Thistestdemonstratethatthe APIC’s pacingschemeavorkscorrectlyandreliablyfor specified

rates that lie within the realm of the capabilities of the machine anicede

8.3. Facing Test for TCP Traffic

A pacingtestwasalsoappliedto TCPtraffic to ensurghatthereliability andwindowing func-
tionsof TCPdo nothampettheability to specifya pacingratefor a connectionA 16 MB buffer is
transmitted25 timesover a TCP/IPsoclet connectionwith a 64 KB soclet buffer. As before,the
transmitchannels pacingrateis varied,andthe obsenedthroughputs plottedasa functionof the
specifiedrate. Theresultis shavn in Figure8.3. Noticethatthethroughputloselytracksthe spec-
ified rate until about330Mb/s, afterwhich it falls a little beforestabilizingat 300 Mb/s for very
high specifiedrates.Thisis consistentvith theratethatwasobseredfor best-efort TCPthrough-
put. Thedip in throughputtanbe explainedby pacletlosscausingl CPto adjustits sendingratein
orderto matchthe network capacityavailableto it; the factthatthe dip is sosmallis anindication

of just hav well the TCP flav control adjusts to netwk conditions.
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8.4. End-to-end Delay and Drver Performance

In orderto measureheend-to-endlelayin awaythatdoesnotincludeoperatingsystenor pro-
tocol specificdelays we formulatedanexperimentthatmeasurethetotal round-triptime for asin-
gle cell ping pacletandsubtractsthecomponentsf thedelaythatarespentin theoperatingsystem
and protocolson both sideshosts.The experimentalsetupis illustratedin Figure8.4. Probesare
stratgyically placedat pointsin theprotocolstacksof bothmachineswhichusethePentiums cycle

counter to record the time fovents corresponding to the patkeaching those points.

O Pentiumprocessortave aregistercalledthe cycle counterwhichincrementonceevery clock

cycle, and can be read by a special instruction to obtain precise measurements of elapsed time.

Theentryandexit pointsmarkedin thefigurerepresentheprobesandcorrespondo theloca-

tions in the protocol stack listed imdle8.2.

Thequantitiegexit , - entry ;) and(exit 3 - entry j3) representheamountoftime

spent in the transmit portion of the APICwén and vas measured to be avesage of 2.7isec.

Thequantitiegexit , - entry ,) and(exit 4 - entry ,) representheamountoftime

spent in the recee portion of the APIC dvier, and vas measured to be aveaage of 4.§isec.

Thequantity((entry 4 - exit 1) - (exit 3 - entry ,)) representsheround-trip
time betweenthe APICs, exclusive of driver or protocolprocessindgime; it canbe assumedo be
twicethedelayfrom whenthepacletis committedto thesendingAPIC, to whenthereceving CPU
is interruptedto inform it of the paclet’s arrival. This round-triptime wasmeasuret anaverage
of about30 psec,or aboutl5 psecof one-way delay This one-way delaynumberincludesthefol-
lowing hardwarecomponentstwo uncachedegisterwrites(onefor signallingchannehttentionon
transmit theotherfor acknavledgingthereceveinterrupt) busdelaysoneitherend,APIC on-chip
delays,and propagtion delay over about3 metersof fiber. It alsoincludesthe software delay
involvedwith fielding theinterruptwhena pacletis receved. The latter canbe a significantcom-
ponentof the one-way delay;independenthird-party experimentshave shavn thatfielding a null

interrupt in NetBSD can takupto 1Qus on a Pentium class machine.

The round-trip time including driver processingdelayscan be computedas approximately

2*2.7+ 2*4.8 + 30 = 45 usec,andis representatie of thetotal round-triptimesthatwould be seen
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Figure 8.4: Measuring APIC delay and ound-trip time performance

Table 8.2: Pobe points in the potocol stack

Probe name | Description Function entry point

entry 4 Time at which the paek enters the transmit| apic_devoutput()
entry 3 side of the krnel drver

exit 1 Time at which the paeh is committed to the -
exit 3 APIC by writing to the channel attentiorgre

ister
entry - Time at which the dveer’s interrupt service apic_intr

entry 4 routine is called upon paekarrval

exit o Time at which the paeit is delvered to atmc_input
exit 4 higher layers by the drer

by an applicationif it wereusingthe userspacecontrol modelto exchangedata.Of course the

inteneningswitchesin the network canaddtheir own componentso the end-to-endielay which
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shouldbe takeninto accountbut the numberillustratesthe factthatthe APIC is capableof effi-

ciently supporting applications requiring end-to-end delays ofvaa$a22.51sec

8.5. Protected DMA Throughput and Delay Rerformance

Two experimentaveredesignedo testtheperformancef usermodeaccesso the APIC using
ProtecteddMA. In thefirst experimentapacletis ping-pongedetweenra pair of userspacepro-
cessesunningonthetwo hostsin our experimentaketup With 100,000back-to-backping-pongs,
therate(numberof ping-ponggersecondpivesusameasur@f theround-tripdelayfor userspace
applicationsThe resultsof this testarerepresentatie of the overheadassociateavith a RPCcall
(anull RPC)implementedbetweenthe two userspaceprocessesThis testwasrepeatedn three

different scenarios:

1. UsingprotectedMA. Thepacletis never copied(zero-copy), andthereis no kernelinvolve-
ment in the data path.

2. UsingsimpleDMA. In thistest,we usesimpleDMA from a privilegeduserspaceprocessn
exactly the sameway thatwe would useprotecteddMA, again with no datacopying. Thisis
an “artificial” test,sincesimple DMA could not normally be usedin this capacityunlessthe
applicationprocesswere privileged. However, this testwould yield the highestpossibleper-
formancefor datatransferbetweentwo userspaceprocessesand thereforewill sene asa
baseline reference for comparison with the other cases.

3. UsingUDP socletl/O. Therearesystemcallsinvolvedon bothreceie andtransmit,andthere

is one cop each on transmit and reeei(to and from &rnel space).

All threescenariogvererun with two differentpaclet sizes:a singlecell paclet, anda paclet
which resultsin an AAL-5 frame containingone full physical pageworth of data(4 KB). The
resultsareshowvn in Table8.3. Theround-triptime (RTT) for a single ping-pongis shavn in the
third column of this table,and demonstratethat protectedDMA affords us an improvementof
570%over legacy UDP soclet-based/O for small paclets,andabout360%for large paclets.In
otherwords, the performanceof a lateng/-sensitve distributedapplicationcanbe improved by a
factorof 3to 5 by usingprotectedDMA to do directtransferdetweeruserspaceandthe network
adapterThedifferencein performancéetweersimpleDMA andprotectedDMA givesusamea-

sureof the costincurredby the additionalmechanismsequiredin the protectedMA schemdo



120

Table 8.3: Results of Ping-Bng Test

Packet size Transfer Type RTT
40 bytes (single cell) | Simple DMA from lernel 21.7usec
40 bytes (single cell) Protected DMA 27 usec
1 byte (single cell) UDP soclet 123.5usec
4072 bytes (one page| Simple DMA from lernel 109.4pusec
4072 bytes (one page Protected DMA 113psec
4000 bytes (one page UDP soclet 393pusec

Table 8.4: Results of UseBpace Thioughput Test

Packet size Transfer type Data Throughput
40 bytes (one cell) Simple DMA 125 Mb/s
40 bytes (one cell) Protected DMA 89.7 Mb/s
4 KB (one page) Simple DMA 644 Mbl/s
4 KB (one page) Protected DMA 630 Mb/s

allow for protectedaccesdo the network card by multiple processes.The table shaws that this

“delay cost” is ery small: under 24% for small patk, and only 3.3% for lge paclkts.

The second experiment was aimed at discovering the throughput performanceusing
protectedMA. Throughputwas measuredoy sending2048 paclets back-to-backat full rate
betweerthe two machinesThe experimentwascarriedout with directaccesgo the adapteifrom
userspaceprocessesunningon thetwo machinesysingbothsimpleDMA (unprotectedandpro-
tectedDMA. In bothcasestherewasno kernelinvolvementandthetransfersverezero-copy from
theuserspaceouffers. The experimentwasrepeatedvith bothsmall(singlecell) andlarge (4 KB)
paclets.Theresultsareshovn in Table8.4. Noticethatwith large paclets,it is possibleto achieve
dataratesof well over 600 Mb/s usingprotecteddMA, this s closeto thetheoriticalpeakrate of
1 Gb/ssupporteddy the PCl bus. It is importantto notethatthelatteris atheoriticalnumberonly,
andcanneverbeachievedin practicebecausef busoverheadaddresandturnarouncycles),and
otheroverhead$rom software, DMA, andSAR. Thedifferencan performancéetweersimpleand

protectedMA is a measuref the costof addingprotectionsupportto the DMA mechanismef
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the APIC; in theseexperimentsthis costwas28%for smallpacletsandonly 2.2%for large pack-
ets. This demonstratethat with very little additionaloverheadprotecteddMA cansupportvery

efficient userspace access to the netk adapter
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Chapter 9

Conclusions

In this thesiswe addressetheissuesnvolvedwith architectinga network interfacedevice for
ahigh-speedATM network. In this context, we identifieda numberof problemswith corventional

approaches to netwk interface design, and @ proposed &ctive solutions to these problems.

9.1. Contributions

The specificcontributionsmadein conjunctionwith theresearcleffort describedn thisthesis

include:

* A novel daisy-chainediesk-areaetwork architecturghatcanremove mostconstraintson
the numberof high-bandwidthmultimediadevicesthat canbe usedwithin a host. Thisis
achievedby usingmorememoriesanda cell-switchednterconnecto getaroundmemory
bandwidthandl/O buslimitations. Theinterconnecfeaturesxtremelylow stage-to-stage
latenciesof under10 psec.Theintroductionof the conceptof remotecontrolfor our net-
work interfacewasan enablingtechnologyfor this architecturewhich hasbeenvalidated

through the use of the APIC chip irveeal projects utilizing this feature.

H In particular the SmartPortCard(SPC)projectat WashingtoriUniversity hasusedthe APIC’s
remotecontrol facility to performinline downloadandbootupof the SPCfrom a remotenet-

work node.

» Developmentof animplementatiorstratgy for userspacecontrol of a network interface.

This stratgy introducedthe novel conceptf Protected/O andProtectedMA, which
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whentakentogetherenableuserspacecontrol of a device without the needfor a system-
provided or on-boardl/O MMU. The Protected/O schemeenablesprotectedaccesgo
individualregistersonachip by userlevel processeghiswasachievedby overloadingthe
functionality alreadysupportedy a hosts virtual memoryprotectionhardware. The Pro-
tected DMA mechanismallows buffers to be enqueuedor transmissionor reception
directly by a userprocesswithout kernelintervention, therebyproviding for a very low
delay communicatiormechanisnfor applications Experimentshave indicatedthat end-
to-enddelaysaslow as22.5usecareachiezableby suchapplicationsTheuserspacecon-
trol modelalsoallows for a zero-cojy architectureyhich canimprove throughputperfor-

mance by decreasing the number of data touches.

« Introductionof the conceptof interruptdemultiplexing. This schemds simpleto imple-
ment,andallows bandwidth-intensie andlateng-sensitve applicationgto co-exist with-
out one adwerselyaffecting the other When coupledwith the userspacecontrol model,
interruptdemultiplexing providesa completesolutionto the problemof receie livelock.
Significantly this hasbeenachiezed without requiringarny comple softwareinteraction

between the netwk adapter and the operating system.

« An innovative Pacerdesignthatallows the network interfaceto efficiently quality of ser-
vice. This is thefirst hardware-basedlesignwe know of thatcanscaleto supportpacing
of largenumbersf connectionsvith differentpacingratesfor eachconnectionThefeasi-
bility of an ASIC implementationof the d-heapalgorithm usedby our designhasbeen

confirmed, and>g@erimental results e validated this approach.

« A completeand successfuimplementatiorof our proposedarchitecturen the form of a
sophisticated\SIC developedusing0.35microntechnologyandcomprisingseseralhun-
dredthousandyates(seeFigure9.1). The ASIC developmentwasdoneusingthe VHDL
hardwaredescriptionlanguageandin additionour designprocessncludeddevelopment
of adetailedbehaioral simulationof the chipin C++, which wasusedfor bothfunctional

correctness testing as well as ferification of the VHDL design.

* A completekerneldriver implementatiorfor the APIC in the NetBSD operatingsystem,

including support for both TCP/IP andu@&TM protocols.
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Figure 9.1: APIC Internal Layout

The APIC has achieved throughputs in excess of 300 Mb/s, despite a serious bug in the chip
which necessitates two additional data touches for all received packets. This by itself is a significant
illustration of the validity of our techniques; to put this in perspective, here is an excerpt from an
article drawn from a very recent press article titled “Gigabit Ethernet hits second gear” (dated

March 20, 2000):


marcel
Stempel
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Figure 9.2: The APIC Netvork Interface Card

In our previous round of testing, the best Gigabit Ethernet performance we saw
was 29 Mbps measured in a file transfer between a Windows NT 4.0 server and
Windows 95 client. This amounted to a meager 3% bandwidth utilization over Giga-
bit Ethernet.

Using second-generation Gigabit Ethernet products and Windows 2000, the best
real-world throughput was 158 Mbps, which sets bandwidth utilization at 16 per-
cent. On average, we measured performance ranging from 137 to 145 Mbps. (See
Table 1). These results bode well for connecting server and high performance
workstations directly to Gigabit Ethernet - something we couldn’t recommend pre-

viously.

By mostmetricsthe APIC effort hasbeensuccessfullt is currentlyin usein severalresearch
projectsboth at WashingtonUniversity and elsavhere.It hasseenwidespreadlistribution asa
researclvehicleunderthe NSF-sponsoreigabit Kits initiative. Becausef its openarchitecture
andopensourceadrivers,thechip hasattractedlevelopersvhoareusingit to furthertheirown agen-
das;for example , we know of atleasttwo independenefforts to portthe APIC driverto the Linux
operatingsystemAlthoughtime limitationsdid not permitusto fully exploreall of thefeaturesof
the APIC, it is expectedhatmary of thesefeatureswill beexercisedandseveralof ourinnovations

will see \alidation and proof of concept through the continuirglknof other deelopers.

9.2. Future Work

Thereareseveralareasgspeciallyrelatedto softwaresupportfor the APIC chip, wheresignif-

icant contrilutions could be made:
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A full implementatiorof a userspacedriverin library form would help validatethe user
spacecontrol model,andallow for betterevaluationof the gainsto be achiared by using

this model.

« A new API thatis differentfrom the soclet API is neededn orderto efficiently support
zero-coy semanticsThe designof suchan API, that canwork both with the userspace
control model aswell aswith kernel-basedero-coy schemeswould make for a very

interesting project for future research.

« A comprehensie remotecontrol library that could be usedto develop generalizeduser
spacedevice-drivers for devicesin a deskor systemareanetwork canbe a very useful

future contrilution that could pze the vay for greater use of such neiks.

« On the hardware side, quality of servicesupportin network interfacesfor paclet-based
networks could be a useful areaof future work. The pacingalgorithmsdescribedn this
thesisdo not cover variable length paclets, and efficient hardware implementationof
schemesuchasweightedfair queuing(WFQ) for network adapterds an openareafor

research.

* Mary of the schemeglescribedn this thesishave madeuseof the factthat ATM data
receved by the adaptercanbe easilydemultiplexed basedon the VC. Similar techniques
cannotbe directly appliedto paclet basedadapterainlessan efficient hardware paclet
classificatiorengineis developedwhich canclassifypacletsinto end-to-endlows (which
canthenbetreatedn amannersimilarto ATM VCs). Thedesignof suchpacletclassifiers
is currently a hotly researchedopic, but mostof theseefforts are targetedat classifiers

used in routers, rather than netWw interfaces.

9.3. Closing Remarks

With the ASP (applicationserviceprovider) modelbecomingubiquitousin the Internet,more
andmoreapplicationsare migratingfrom the desktopto large seners.Thesesenerswill needto
connecto thelnternetover very high bandwidthlinks, andbe ableto efficiently serne contentand

applicationsto thousandsand even millions of end points. With multimediaservicesgaining in
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popularity the senersservingup suchcontentwill have to scalablyprovide quality of servicefor
all the streamsthey handle.In this ernvironment,thereis ample opportunityto designnew and
improvednetwork interfaceghatcanhandlenot only very high datatransferrates but alsobe able
to performmore complicatedQoSfunctionssuchaspacingor WFQ over very large numbersof
connectionsThe APIC effort representsnly afirst stepin thatdirection,andthefuturewill likely

see may more challenges and ahces in this ery exciting field.
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