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Abstract

The IP multicastmodel allows scalableand efficient
multi-party communication,particularly for groups of
large size.However, deploymentof IP multicastrequires
substantialnfrastructuremodificationsandis hampered
by a host of unresohed open problems. To circum-
vent this situation,we have designedandimplemented
ALMI, an applicationlevel group communicationmid-
dleware, which allows acceleratechpplicationdeploy-
mentand simplified network configuration,without the
needof network infrastructuresupport. ALMI is tailored
toward supportof multicastgroupsof relatively small
size (several 10s of members)with mary to mary se-
mantics. Sessionparticipantsare connectedvia a vir-
tual multicasttree,which consistof unicastconnections
betweenend hostsand is formed as a minimum span-
ning tree (MST) usingapplication-specifiperformance
metric. Using simulation,we shov thatthe performance
penaltiesintroducedy this shift of multicastto endsys-
tems,is arelatively smallincreasen traffic loadandthat
ALMI multicasttreesapproactthe efficiency of IP mul-
ticasttrees.We have alsoimplementedALMI asaJaa
basedmiddlewvare packageand performedexperiments
over the Internet. Experimentaresultsshav that ALMI
is ableto copewith network dynamicsandkeepthe mul-
ticasttreeefficient.

1 Intr oduction

This work is motivatedby the needto supportgroup
communicatioramongasmallgroupof hostswithoutre-
lying on the P multicastmodel. TraditionallPmulticast,
asdefinedby IGMP andrelatedstandardsprovides an
excellentsolutionto the communicatiomneedsof mul-
ticast groupswith a large numberof members. How-
ever, it requiredairly elaboratecontrolsupportfrom net-
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work devices,suchas|P routers,in particularmember
ship managemen{iGMP) and multicastrouting proto-
cols. SincelP routersmaintainsseparateoutingstatefor
eachmulticastgroup, the modelis relatively lessscal-
able with respectto the numberof concurrentlyactive
multicastgroups.Widespreadleploymentof IGMP and
routingprotocolsrequiressubstantiainfrastructuranod-
ifications,andcomplex modificationsto IP routers’soft-
ware. Someof the issuesassociatedvith IP multicast,
e.g. end-to-endreliability, flow and congestioncontrol
schemesoffer significantchallengedor which no clear
solutionshave emegedthusfar.

There are a large numberof applicationswhosere-
quirementsare substantiallydifferent from the design
point of IP multicast. Suchapplicationsinclude video-
conferencing, multi-party games, private chat rooms,
webcachereplicationanddatabase/directomgplication.
Theseapplicationsusually containa small number of
groupmembersandthe groups(e.g. multi-partygames)
are often createdand destrged relatively dynamically
The numberof suchgroupsthat are concurrentlyactive
canbefairly large. For alarge numberof suchsmalland
sparsegroups, the benefitsof IP multicastin terms of
bandwidthefficiengy andscalabilityarequite often out-
weighedby thecontrolcompleity associatewvith group
set-upandmaintenance.

Due to the increasingnumberof such applications,
and a lack of ubiquitousdeploymentof IP multicastin
all ir-basedhetworks,therehasbeenrenavedinterestin
multicastprotocolsthat can be supportedwithout rely-
ing on the IP multicastinfrastructure.Someof thework
has been motivated by applicationslike Internet TV,
which are single sourceapplicationswith a very large
groupsize.Theseschemeswhich include SimpleMulti-
cast[14], Expresg11] andveryrecently Souce-Specific
Multicast [10], offer multicastrouting schemeswhich
solve someof the problemsof their traditional IP mul-



ticastcounterpartssuchasaddressllocationandaccess
control. Neverthelessall thesesolutionsrequiresubstan-
tial changego thenetwork infrastructureandtheiradop-
tion by the network communityand deploymentin the
Internetis yetto beseen.

In orderto meetthe requirementof emeging appli-
cations,we needa solution for multi-sendermulticast
communicatiorwhich scaledor alarge numberof com-
municationgroupswith small numberof membersand
doesnot dependon multicastsupportin the routers. In
this paper we proposean applicationlevel multicastin-
frastructue that addressesheseconcerns. This solu-
tion provides a multicast middlewvare which is imple-
mentedabove the soclet layer. Application level mul-
ticastoffersacceleratedieployment,simplified configu-
ration andbetteraccessontrol at the costof additional
(albeitsmall) traffic loadin the network. Sinceapplica-
tion level multicastis implementedn the userspace,t
allows moreflexibility in customizingsomeaspectse.g.
datatranscoding.error recovery, flow control, schedul-
ing, differentiatedmessagéiandlingor security on an
application-specifibasis.

In our schemeparticipantsof a multicastsessiorare
connectedia avirtual multicasttreg i.e. atreethatcon-
sistsof unicastconnectiondetweerendhosts Thetree
is formed as a Minimum SpanningTree (MST) where
the cost of eachlink is an applicationspecific metric.
Theimplementatiorwe describein subsequerngections
usegheround-tripapplicationevel delaybetweergroup
membersasthis costmetric. However, a plug-in archi-
tectureenableghis metricto bechangedasilyby appli-
cations.In this paper we presenthe architectureof the
multicastmiddlevare we have developed,a Java based
implementationandtheresultsof someperformancex-
perimentsonductedveralocal areanetwork aswell as
over the Internet. We have calledthis Java basedpack-
age,ALMI for Application Level Multicast Infrastruc-
ture.

Therestof the paperis organizedasfollows. We first
presenanovervien of ourarchitectureincludingtheop-
erationof controlanddataplanesin section2, followed
by adesignof applicationspecificcomponentin section
3. Sections4 and5 presentsimulationanalysisand ex-
perimentalevaluationof ALMI, respectiely. Section6
describeselatedwork; we concludein section?.

2 Architecture and Operations

In this section,we describethe communicatiorchan-
nels provided by ALMI andits relatedprotocol opera-
tions for both controllerand group members. We also
describeoperationsrelatedto multicasttree generation
andcriteria of treeupdatesandits stability issues.One
of the advantagegainedin ALMI is its value-addedp-

plication specificcomponents.To simplify explanation,
we deferour designof thesefunctionalitiesto next sec-
tion.

2.1 Overview of ALMI Architecture

An ALMI sessiorconsistsof a sessiorcontrollerand
multiple sessiormembers. Sessioncontrolleris a pro-
graminstanceocatedat a placethatis easilyaccessible
by all memberslt maybeco-locatedvith oneof theses-
sionmemberstypically thesessiorinitializer, or it could
resideon a specialpurposesener or a multicastproxy
installedwithin a corporateor an ISP network. Session
membersare organizedinto a multicasttree. A link in
the multicasttree (solid line) represents unicastcon-
nectionbetweentwo members.Sessiordatais dissem-
inatedalongthis multicasttree, while control messages
areunicastbetweereachmembermandthecontroller The
multicasttreeis a shared-treemongsimemberswith bi-
directionallinks. In orderto avoid loops,two members
incidenton a link receve a designationof parentand
child. This parent-childrelation only distinguisheghe
two memberfor reasonsve will explainlaterin this sec-
tion; it doesnotindicatedirectionof dataflow.

The sessioncontroller handlesmemberregistration
andmaintainsthe multicasttree. In orderto achieve the
latter, the controllerperformstwo importantfunctions:

e It ensuresconnectiity of the multicasttree when
membersjoin and/orleave the sessionand when
network or hostfailuresoccur

e |t ensuresheefficiency of themulticasttreeby peri-
odically calculatingaminimumspanningreebased
onthemeasurementpdatesecevedfrom all mem-
bers. To collect measurementthe controller es-
sentiallyinstructseachmembento monitor a setof
othermembers.

A sessiormembernrecevesandsendgdataasit would
in an IP multicastsession;in addition, it alsoforwards
datato designatedadjacentneighbors. Dataeventually
reachesll sessionrmembersthroughthis relaying pro-
cessn acooperatrefashion.Besidedorwardingdataon
the dataplane,a sessiormemberalsomonitorsthe per
formanceof unicastpathsto andfrom a subsebf other
sessiormembersThisis achieved by periodicallysend-
ing probesto thesemembersandmeasuringan applica-
tion level performancemetric; in the currentimplemen-
tationtheroundtripresponselelay Delaymeasurements
arethenreportedto the controllerandsene asthe costs
usedto calculatea Minimum SpannindTree.

ALMI takesthecentalizedcontrol approacho main-
tain tree consisteng andefficiency. This designchoice
is madefor betterreliability andreducedoverheaddur
ing achangeof membershipr arecoveryfrom node(i.e.



endsystem)failure. On the otherhand,the sessiorcon-
troller manifestdtself only in the control path,anddoes
not obstructhigh dataratetransmissiongmongsession
members.We believe this centralizedapproachis ade-
guateandefficientfor alargerangeof multicastapplica-
tions. However, a centralizedcontrollerarchitecturehas
obviousimplicationsin controlplanereliability andfault
tolerance.Clearly, asinglecontrollerwould constitutea
singlepointof failurefor all controloperationgelatedto
the group. Two points shouldbe madein this respect.
First, the centralizedsessioncontroller could be aug-
mentedwith multiple badk-up contmollers, operatingin
“stand-by” mode,with addressewrhich arewell knowvn
to all sessiormembers.In this casethe “stand-by” con-
trollers periodically receve statefrom the primary con-
troller, which would include recentmeasurementdyee
topologyand currentmembershipnformation. Second,
evenin theeventthatno controloperationis possiblethe
existing ALMI tree,andhencedatapath,will remainun-
affectedandwill continueoperationuntil a membership
changeor a critical failure occurs. Thereforea transient
controller (or its network) failure can be tolerated. In
summarywe believe the benefitof simplicity offeredby
thecentralizedccontrollerapproacharoutweighany neg-
ative implicationsfrom thefaulttoleranceperspectie.

2.2 Control Plane Operation

ALMI relieson a contmol protocolfor communication
betweensessioncontroller and sessionrmembers. This
protocol handlestasksrelatedto membershipmanage-
ment, performancemonitoringandrouting. ALMI uses
a commonpacket formatto carry both dataand control
paclets,shovnin Figurel.
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Figurel: ALMI PacketHeader~ormat

Thecontentof this pacletheadeis ratherstraightfor-
ward. SessiorlD andSouce ID aregeneratedy con-
troller andguaranteedo be collision free. Theflag field
in the headerdefinesvarious types of operationmes-
sagesincluding:

¢ Rgjistrationmessageaddressedrom hoststo the
controller When a hostjoins a sessionthe con-
troller returnsa list of peeringpoints from which
the membershouldacceptconnectiorrequestsand

the parentto which the new memberis to initiate a
connection.

e Connectionrequestand acknavledgmentbetween
parentand child. This messageexchangespar
entandchild dataport numberswhich arelocally
boundwith eitherTCP acceptsocletsor with UDP
soclets.Membersusetheseportsto initialize future
dataconnection.

e Performancemonitoring messageseportedfrom
memberdo sessiorcontroller suchaspairwisede-
lay measurementbetweengroup members. Each
updatemessagencludesa list of <current neigh-
bor ID, delaymeasuement- pairsandis recorded
by controllerfor theuseof calculatingtheminimum
spanningree.

e Distribution tree messagesgeneratecby the con-
troller, areusedto inform membersf their peering
pointsin thedatadistributiontree. This messagén-
forms membersof their new parentandchildren’s
ID. It typically occursafterdetectionof network or
systemerrors,or afteratreetransition.

e Neighbormonitoring updatemessageswhich are
sentby the controllerto membergo inform thema
new list of neighborsthey needto monitor.  This
messages triggeredif the controller detectsthe
numberof currentmonitoringpairshasdroppedoe-
low athresholddueto accumulatechetwork errors.
Orit istriggereddueto theunsatiséctionof thecur-
rentstateof the multicasttree.

e Departuremessagesre sentfrom groupmembers
to the controller and their currentparentand chil-
dren. If a child memberreceves sucha message
from its parent,it needsto contactthe controller
againto rejointhegroup.

TheTreelncarnationfield is to preventloopsandpar
titions in the multicasttree. Sincea sessionmulticast
treeis calculatedcentrally by the controller assuming
correctcontrolleroperationaloop freetopologywill al-
waysbegeneratedHowever, sincetreeupdatemessages
areindependenthdisseminatedo all membersthereis
alwaysa possibilitythatsomemessagemight belost or
recevved out-of-orderby differentgroupsmembers. In
addition membersmight act on updatemessagesvith
varying delay All of theseeventscould resultin loops
and/ortree partition. In orderto avoid thesetransient
phenomenathe controller assignsa monotonicallyin-
creasingversionnumberto eachnewly generatednul-
ticasttree. To avoid loops, a sourcegeneratingpaclets
includedits latesttreeincarnationn the paclketheaderin
orderto guarantedgreeconsisteng andat the meantime



ensuradelivery of mostpaclets,eachALMI nodemain-
tainsa small cacheof recentmulticasttreeincarnations.
Thus,an ALMI nodesimultaneoushkeepsstateabout
multiple trees,eachwith the correspondindist of adja-
centnodes.Thenumberof cacheentriesis configurable.
Whenreceving a paclet with tree versioncontainedn
the cachethe receving nodeforwardsit acrossthe in-
terfacescorrespondingo this treeversion. Packetswith
tree versionsnot containedin the cacheare discarded.
On the otherhand,if a memberrecevesa datapaclet
with a newer treeversion,it detectsthatits information
is notup to dateandthereforere-ragistersitself with the
controllerto receve the new treeinformation.

2.3 Member Operation

One of the first tasksa sessionmemberhasto per
form is to locatethe sessioncontroller It is assumed
thatinitially, the sessionD, the controllers addressand
port numberare communicatecr announcedo mem-
bersthroughonlineor offline schemessuchasa URL, a
directoryserviceor anemailmessageA sessiormem-
beris identifiedby its network addressandport number
the combinationof which will subsequentlye referred
to asthe members address Membersregisterby send-
ing a JOIN messagéo the sessiorcontroller A mem-
ber acceptedo the group receves from the controller
its membenD, aswell asthe ID andaddresf its par
ent. The memberthensendsa GRAFT messagedo its
parentandin respons@btainsthe dataportson which it
recevesandsendglata.

Datadistribution along the multicastsessiortree oc-
cursonahopby hopfashion.Dependingontheapplica-
tion, datatransferbetweertwo adjacentnembersanbe
reliableor unreliableby deplo/ing TCP (e.g. datarepli-
cationservicespr UDP (e.g.stream-basedpplications),
respectiely. Thereareclearadwantagesn beingableto
useexisting, widely deployed protocols:first, it reduces
systemadministrationand configurationcost; and sec-
ond, useof TCP andits associatedongestionmecha-
nismoffershop-by-hopreliability andprovidescompati-
bility in bandwidthsharingwith regularflows. We stress
thatthelastpropertyis rathercorvenientsincemulticast
congestioncontrol is an extremely hard problemespe-
cially for its deploymentviability. Additionally, applying
TCPonahop-by-hopbasisimplicitly createsackpres-
surefor thesourceto slow down, resultingin end-to-end,
albeitsimplistic,congestiormanagement.

When TCP is used, a connectionhasto be estab-
lished betweentwo adjacentnodeswith one end initi-
atingandthe otherendacceptinghe connection There-
fore, ALMI controllerassigngarentandchild labelsto
two adjaceninodes:a TCP connectionis alwaysinitial-
ized in the direction from a child to the parent. The

parent-childrelationshipis alsousedin monitoringcon-
nectvity; if a child detectsfailure of the connectionto

its parent,it considerstself disconnectedrom thegraph
andsendsa REJOINmessageo the controller On the
otherhand,if the parentdetectsa child connectionfail-

ure, it simply closesthe connection. This relationship
doesnotindicatedirectionsof dataflows, however, once
themulticasttreeis formed,eachmemberforwardsdata
to all adjacentmembersjncluding all childrenandthe
parent.exceptthe oneon which datais receved.

As partof theevolving treedynamicsa sessiormem-
bermightberequiredto switchto anew parent.Suchan
eventcanbeinitiatedby eitherthecontroller(“push”) or
the member(“pull”). In the former case,the controller
instructsthememberto switchto a new parentbecause
substantiallybetterMST hasbeencomputed.In thelat-
tercasethemembedetectgshroughthemonitoringpro-
cesghatits parentis notrespondingr recevesa LEAVE
messagérom the parent. It thenissuesa REJOINmes-
sageto thecontroller repeatinghe stepsaswhenjoining
an ALMI group. In both casesdeterminatiorof a new
parentis madeby the controllet

2.4 Multicast TreeGeneration and Update

We now turnto thecomputatiorof the ALMI distribu-
tion tree. A sessiormulticasttreeis formedasa virtual
MinimumSpanninglreethatconnectsall membersThe
minimum spanningtree calculationis performedat the
sessioncontroller and resultsare communicatedo all
membersin the form of a (parent, children) list. Link
costsare representatie of application specific perfor
mancemetric which is computedby membersn a dis-
tributed fashionand reportedto the controller periodi-
cally. In our currentimplementationwe usesroundtrip
delay measurecat ALMI layer, asthe metric because
lateng is importantto mostapplicationsaandis alsorela-
tively easyto monitor However, someapplicationanay
find othermetricssuchasavailablelink bandwidthmore
usefuland bettersuitedto matchits performancemea-
sure. As an example,a bandwidthintensve application
may prefera high bandwidth,high delaylink to a low
delay low bandwidthlink to carryits traffic. Designand
developmentof thesetype of tools to obtain more so-
phisticatedmeasurementselpsALMI to provide more
flexible servicesandthesetools canbe easilypluggedin
asamoduleto ALMI. Neverthelessuchinstrumentation
in awide areanetwork is non-trivial andit is beyondthe
scopeof this paperto discusghesemechanismsin the
restof this paperwe will simply usedelayasthe default
performancemetric.



2.4.1 Neighbor monitoring graph

In order to obtain monitoring results, ALMI connects
all group membersinto a monitoring graph. Members
sendping messageso measureroundtrip delayto its
neighborsin the graph. For small groups,it is possible
to createa mashandhave O(n?) messagexchangego
computethe bestmulticasttree. However, asgroupsize
grows, it becomesunscalableto have large numberof
messagexchangessincethe monitoring processs pe-
riodic and continuousthroughthe whole multicastses-
sion. To reducecontrol overhead,we limit the degree
of eachnodein the graph,i.e. the numberof neighbors
monitoredby a membey to be constantso asto reduce
the numberof messagexchangegso O(n). The conse-
guentspannegraphresultsin sub-optimaimulticasttree
sinceit doesnot have a completeview of all possible
pathsandits setof edgesmay not be a supersetof all
edgesn MST. Suchsub-optimalityis reducedhowever,
by occasionallypurging the currentlyknown badedges
from the graphandupdatingit with edgescurrentlynot
in the graph. Over time, the graphconvergesto include
all edgesin the optimal degree-boundedpanningtree.
Likewise,in a dynamicervironment,the graphupdates
to tracethe betterset of edgesandto producea more
favorablemulticasttree.

2.4.2 Multicast treeand its stability

Oncemembersstartto reportmonitoringresultsto their
sessiorcontroller ALMI is ableto improve themulticast
treefrom its initial randomtree! As describedibose,an
ALMI multicasttreeis a degree-boundedptimal span-
ningtree.Sincemostendhoststendto beonaccess$inks
ratherthanat network core,it is desirableto confinethe
numberof paclet copiestraversingthroughaccessginks
to besmall,i.e asmalldegreebound.Ontheotherhand,
if senersuseALMI to constructa multicastsessiorand
they haveaccesso highspeedetwork, thedegreebound
canbecorrespondinglonfiguredhigher

A morecrucialissueis how to achieve stability of the
multicasttree sincea changeof treeis associatedvith
operationalcostsuchas GRAFT, GRAFTACK andre-
initiation of the dataconnection.More over, datapaclet
maybelostor duplicatedduringatreetransition,andre-
covery processanbe expensve for it incursadditional
delay and databuffering at the application. Therefore,
our goal of improving the performanceof multicasttree
is only on a long term basisandary potentialpath os-
cillations are prevented. The controller calculatesthe
overall performancegain of the new multicasttreeand
switchedreeonly if theoverallgain exceedsathreshold.

1By default, the setof neighborsn the multicasttreeis a subsebf
neighbordn the monitoringgraph,soare-computatiorcanonly result
in performancemprovement.

Both the frequengy andthresholdof switchingtree are
userconfigurableparameters.

3 Design of Application Specific Compo-
nentsin ALMI

Previous sectionspresentedhe architectureof con-
trol anddataplanesin ALMI. Oneof the advantagesn
ALMI is its easeof deploying value-addedservicesfor
applicationssuchasend-to-endeliability, dataintegrity
and authenticationand quality of service. A complete
designof building blocksto fulfill theserequirementss
outsidethe scopeof this paper This sectiondiscusses
briefly designpointsin supportingsomeof thesecompo-
nentsandin particular we presentour designand pro-
tocolsfor a reliable datadistribution servicewhich we
have recentlyimplemented.

Application

Naming Interface

sequence

recover(src,seq)

‘ Mapping Table

reset(src, seq)

ALMI Error Control

Request Table Data

source, seq, interfaces, timeout> Channel

detect(src,seq)
recv(nack, ack, rdata)
send(nack, ack, rdata)

[ )

Figure2: ALMI NamingandError Control

3.1 Endto End Data Reliability

Contentdistributionapplicationgypically requiredata
consisteng andreliability. TCP hassuccessfullysatis-
fied theserequirementdor unicastconnectvity; a TCP-
equvalentreliabletransportprotocolfor multicastcom-
municationhasbeenthe subjectof active researchn re-
centyearg[12]. In anALMI multicastgroup,theend-to-
endreliability problemstill exists; however, the causeof
the problemsdiffers greatlyfrom that over IP multicast.
In ALMI, unicastTCP connectiongprovide datarelia-
bility on a hop-by-hopbasis,which implies that paclet
lossedueto network congestiorandtransmissiorerrors
areeliminated.Insteadthemainreasorfor pacletlosses
in ALMI aredueto multicasttree transitions,transient
network link failures,or nodefailures.

In ALMI, implosion and exposurecontrol happens
naturally it efficiently aggrejaterequestandretransmit



datawithoutthe needfor routersupportor knowledgeof
sessiortopology Uponlossdetectionasessiormember
sendsarequesbntotheinterfacewheredatais receved
from. Requestarethenaggrejatedat eachhop so that
only one of them escapesghe loss subtree. When ap-
plicationscanbuffer dataor regeneratedatafrom disk,
retransmissiocanhappenocally. In this casethenode
above thelossylink will retransmitdatato the request-
ing subtree. Otherwise,when upstreamnode hasreset
its applicationnamingstates(gplainedbelon) and can
no longer retransmitdatalocally, a NODATA paclet is
sentbackto therequestari.e. the headof the losssub-
tree. Therequestotheninitiatesanout-of-bandconnec-
tion directly to the source,and subsequentequestand
retransmitare conductedover this out-of-bandconnec-
tion. In bothlocal andout-of-bandretransmissionypon
receving retransmittegbaclets,requestoforwardsthem
to downstreamrequestors.The out-of-bandconnection
is torn down after fulfilling the request. The choice of
out-of-bandrequestversusrelayingrequestandretrans-
missionshop-by-hopis dueto ALMI’ s losscharacteris-
tics: they areinfrequentbut usuallyhapperin bulk. Typ-
ically, oncea nodelosesits connection,it takes about
3 roundtrip time to re-connecto the multicasttreeand
detectpaclet losses. Although relaying requestall the
way up to the sourcecan sometimeaggreate morein-
dependeniossrequestat higherup thetree, it addsper
hop processingandtransmissiordelay for eachrequest
andretransmissiompaclet, andalsodisruptsthe normal
datadistribution processOnthecontrary anout-of-band
connectionseparateslatadistribution from retransmis-
sionsandhave muchlessprocessinglelay

Additionally, ALMI also deplgys ACKs to synchro-
nize datareceptionstatesat members.This is necessary
for applicationghatrequiretotal reliability but have lim-
ited buffer space Beforeresettingheirbuffers,members
needto ensureall pacletsin buffer arecorrectlyreceied
by all members.An ACK is alist of <source sequence
number> pairs, wheresequencenumberis the highest
contiguoussequenceumberecevedlocally fromadata
source. Initiated from leaf nodes,ACKs are sentup-
streamtowardstheroot. At eachintermediatenode,once
a memberreceved ACKs from all its children, it for-
wardsupstreanan ACK containingthe minimum of se-
guencenumberdor eachsource Whenthe ACK reaches
root, it is multicastedback downstreamandresetevery
nodes’stateto their commonminimum. A memberis
then free to clear up all paclet buffers with sequence
numberlessthan the minimum. The frequeng of the
ACK processlepend®nboththedatarateandthesmall-
estbuffer spaceata memberapplication.

3.2 DataNaming

An importantquestiorrelatedto errorrecovery is that
of datanaming ApplicationsandALMI requirea com-
monly understoodhaming convention so that they can
communicatewhich datais requested.Sincelossesin
ALMI group are more likely to occurin batchesover
dispersedime intervals ratherthanisolatedpaclets on
regulartimeintervals,sequencaumbersasusecby TCR,
areinsufficientto specifyamembersdatareceptiorstate
and could hindera members’ability to requestandre-
transmit data efficiently. Furthermore,an application
may decideto ignorecertainpaclets,for example, pack-
etscontainingout-of-dateinformation,andonly recover
others.A datanamingcomponents thusmoredesirable
sinceit allows flexibility in tailoring applicationreliabil-
ity semantics.

In ALMI' s datanaminginterface,an applicationcan
specify the mappingbetweenits application data units
andALMI paclet sequenc@umbers.An ADU is solely
definedby applicationprotocol, for example,for some
databaseapplications,it canbe an objectID; or for a
ftp application,a tuple containing <file name, offset,
length>. Othermoresophisticatednechanismsuchas
hierarchicablatanamingschemeg§l15, 5] canbeincorpo-
ratedaswell, to achiese betterflexibility andefficiengy.

3.3 Other Components

Therearemary otherfunctionalitiesthatcould be in-
corporatednto ALMI, suchasdelayconstraintgor real-
time sessionsaccesscontrol for private multicastses-
sionsandetc. In ALMI, anapplicationdelayboundscan
beachievedby constraininghediameterof thecomputer
MST tree. Similarly, the multicasttreecanbe computed
with constraintson the degree of sessionmembers,in
orderto achieve betterload balancing. Regarding ac-
cesscontrol, the sessioncontrolleris naturally capable
of controlling which membersare allowed to join; fur-
thermorethe controllercanactasakey distribution cen-
ter, distributing symmetrickeys to encryptthe data, as
well ascertificatesandsignedpublic keys thatshouldbe
usedfor dataauthenticationWe arecurrentlyundervay
addingthesecomponentso ALMI.

4 Simulation Analysis of ALMI Multicast
TreeEfficiency

While ALMI achiezesgroupcommunicatiorwithout
relying on network layer multicastsupportand reduces
the controlload associatedvith groupset-upandmain-
tainance,it is boundto exhibit lower transmissionef-
ficiency sincenodeson the distribution tree have to be
ALMI capableand,thuscurrentlyconfinedto endhosts.



Moreover, paclket processingand forwarding at the ap-

plication layer typically incurshigherdelaywhencom-

paredto routerprocessingtthelP layer In this section
we investicate the extent of theseALMI performance
constraintsby conductingexperimentswhich compare
ALMI to IP multicast. Resultsobtainedprovide insight

onto the trade-ofs associatedvith ALMI andallow us

to decidethe applicability of ALMI for specificapplica-
tionsanddeplogymentsettings.

We examinetherelative costof anALMI treeto those
of source-rootedhortespathmulticasttreesaswell the
costof a meshof unicastconnectionsvhich would have
to beusedin theabsencef ary multicastsupport.Trees
aregeneratedind costscomputedover a setof random
graphswith a variablenumberof multicastgroupmem-
bers. The algorithmsfor generatingandomgraphsare
similarto thosein [19], wherea connectedyraphis gen-
eratedwith a specifiededgeconnectvity probability

In comparingthe costof an ALMI multicasttree to
that of source-rootedshortestpath multicasttreeswe
notethatsinceALMI constructsa sharedmulticasttree,
the costof distributing datais the sameindependently
of the location of the sender(s).However, this property
doesnothold for source-rootedrees,in which dataorig-
inating at differentnodeswill traversepathsof differing
costto reachall groupmembersThereforeto achieve a
meaningfulcomparisonthe costof an ALMI multicast
treeis comparedvith theaveragecostof all shortespath
treesrootedat eachgroupmember

As mentionedin Section2, ALMI providesa mech-
anismto further reducecontrol traffic load by allowing
membergo collect delay measurement® only a sub-
setof othergroupmembers.Obviously, performingthe
MST calculationon a (connectedsubgraplresultsin a
sub-optimalALMI distribution tree. In this section,we
analyzequantitatvely the impactof this mechanismn
termsof how muchit increaseghe cost of the actual
ALMI multicasttree. The costof an ALMI treeis de-
finedto be the sumof delayson eachlink of the shared
multicasttree;all link delaysareassumedo be symmet-
ric.

Figures3 and 4 depict multicasttree costin a ran-
dom graphand a transit-stubgraph, respectiely. Each
datapointis derived by averagingover the resultsof 10
graphs Randomgraphsn Figure3 consistof 500nodes
with anaveragenodedegreeof 5, andtransit-stulgraphs
in Figure4 consistof about6000nodeswith anaverage
nodedegreeof 3. More detailsaboutthe formation of
transit-stubgraphscanbe foundin [19]. Link costsare
uniformly distributedin theintenval [0, 1].

In bothfigures,the x-axis of the graphon the left de-
picts multicastgroup size; groupsof variable size are
formedby selectingarandomsubsetf network nodesas
groupmembers.It is assumedhat every network node

canbeco-locatedvith ahost. Thegraphsontheleft plot
the averagecostof all source-rootedrees,onefor each
multicastgroupnode,the ALMI MST costandthe cost
of ameshof O(n?) unicastconnectioneamongall group
members.We also computethe costof an ALMI mul-
ticasttree calculatedfrom incompleteinformation, de-
notedas“ALMI sparseMST". This tree correspondso
the casewhereevery ALMI nodemonitorsthe delayto
just 10% of the total numberof groupnodes.

We first concentraten the resultsdepictedin the left
graphsof figures3 and4. It is interestingto obsere that
for therandomgraph,at all groupsizesthe ALMI MST
costis smallerthan the averagesource-basetree cost.
This is essentiallydueto the fact thatan ALMI multi-
casttreeis an MST tree; optimal sourcebasedreesare
computedbasedon informationlocal to eachnodeand,
therefore,are not globally optimal. On the otherhand,
in atransit-stubgraph,the ALMI multicasttreeis about
20% moreexpensve. This differenceis dueto the dis-
tinct characteristicef the two typesof graphs.Sincean
ALMI multicasttree consistsof a collection of unicast
pathsbetweenhosts,somenetwork links will be typi-
cally traversedmultiple times. In a transit-stubgraph,
since hostsresidein stub networks, the links between
transitdomainsandstubdomainswill mostcertainlybe
traversedmultiple times, whereasin the randomgraph
topology sincehostsare co-locatedwith network nodes
anduniformly distributedthroughouthegraph thenum-
ber of suchlinks arefewer, hencelowering the cost of
the ALMI multicasttree.Finally, asexpectedthe ALMI
sparseMST hasa highertotal costsinceit is derived us-
ing a subsetf link metrics. Still, the costdifferencein
all casegs within 50%,which couldbeconsideredrea-
sonablepriceto payfor a 90%reductionin performance
monitoringtraffic.

Thusfar, we have assumedhatall network links have
equal cost and that hostsare co-locatedwith network
nodes;in otherwords hostare attachedo the network
with zero cost. In practice, however, this assumption
might not be accurate;typically “last mile” links have
lower bandwidthand thus resultin higher delaysand
MST costs.Higher“last mile” costscouldadwerselyim-
pactALMI, sinceall dataflows in andout of non-leaf
nodesn the ALMI treeatleasttwice andhencethecost
of link connectinghoststo a network aggre@ation point
will contritutemoreto thetotaltreecost.In theright side
graphsof Figure 3 and4, we plot tree costsagainstthe
costof the“last-mile” links. We includethe samecom-
parisonsALMI MST, ALMI “sparseMST", averageof
all shortestpath treesand meshedunicastconnections.
In this simulation,multicastgroupsizeis fixedto 50 and
the“last-mile” link costis uniformly distributedbetween
0 andscale, shavn onthe x-axis.

The results demonstratethat, even for a moderate
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Figure3: CostComparisorof ALMI MST andShortesPath Treein RandomGraph

groupsizeof 50 membersthebenefitof ALMI overpure
unicastis still significant,reducingtreecostto only half.
Furthermoreit is obseredthatasthecostof “last-mile”
links increasesALMI multicasttree costdecreaseand
approacheghe cost of the averageshortestpath tree.
This is dueto the fact that MST calculationresultsin
a treewhich tendsto preferinclusionof low-costlinks.
This is similar to the behaior thatwould be obsened if
senersweredeplojedin the network to helprelay data
to other partsof the network. Overall, the simulation
clearly shavs the advantageof an ALMI multicasttree
over O(n?) unicastconnections.The factthat ALMI is
almostasefficient asthe shortestpathtreesevenin the
presencef incompletemeasurementsyguesthatit is a
ratherattractve solutionfor mary multicastapplications.

In this simulation, we have focusedon comparison
of ALMI multicasttreewith source-rootedhortespath
trees.Complimento SPTssharednulticasttree,ascon-
structedfrom CBT [1] and PIM-SM [7] optimizesthe
total cost of the multicasttree. Although it is known
thatfinding the optimal centerfor the multicastgroupis
an NP-completeproblem,thereare heuristicplacement
stratgjiesto selectoneof the groupmemberor network
nodeto be the core. In [18], it shavs that a resulting
sharedmulticasttree from a feasible heuristic method
hasan averagecostof 95% of the costof shortestpath
treefor avariednumberof groupsizes,averagenodede-
greeanddifferentnodedistributions. Thereforeweinfer
thatthe costdifferencebetweemPALMI multicasttreeand

CBT or PIM-SM will becomparablysmallaswell.

5 Experimental Evaluation of ALMI

We have implementedALMI asa Java-basedniddle-
ware packageusing JDK1.2[17]. In the next two ex-
perimentsets,we evaluatethe performanceof an actual
operationagroupof ALMI nodesover eithera WAN or
a LAN. Thesetwo scenarioshave fundamentaldiffer-
encesjn aLAN ervironmentmostof the delaybetween
two ALMI nodesis dueto hostprocessingvhile over a
wide areanetwork, delayis mostly dueto transmission
propa@tionandqueuingdelayover the network.

5.1 Experiment Over WAN

Overawide areanetwork, ALMI hasto copewith the
dynamicsof network paths,suchasdistortion of delay
measurementand transientlink failures. ALMI needs
to preventthe multicasttreefrom diverging from an effi-
cientconstruction.To demonstratéhat ALMI is ableto
achieve a cost-eficient tree, we have conductedexperi-
mentsover 9 sitesscatteredn bothUS andEurope.

The experimentwasrun asfollows. We startedALMI
at all 9 sitesand configuredthe ALMI controllerto re-
calculatethe multicasttreeevery 5 minutes. Simultane-
ously weruntraceroutdrom eachsiteto every othersite
periodically every 5 minutes. The outputfrom tracer
outeprovidesuswith a benchmarlof the network delay
experiencedbetweennodesduring our experiment. We



Transit—Stub Graph (~ 6000 nodes, 9000 edges)

400

L|G—© Avg. Shortest Path Tree
*—* ALMI MST

ALMI Sparse MST (10%,
—— Unicast

350

300

250

200

150

100

Total Tree Cost / Avg. Shortest Path Cost

50

55

50

45

G—© Avg. Shortest Path Tree
*—% ALMI MST

ALMI Sparse MST (10%
—— Unicast

40

35

30
e

932&

25

20

100 200

Group Size

300

400

15 RS
10 100 1000

Leaf Link Cost Scale

1
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thencomparethetotal delayof an MST computedrom
the traceroutemeasurement® that of the ALMI mul-
ticasttree computedby the ALMI controller For this
experiment,we usedthe traceroutemeasuredielay as
the ALMI treelink costin orderto achieve a fair com-
parison.In otherwords,the comparisorreflectsonly the
differenceof tree composition,excluding the distortion
causedy delaymeasurementat theapplicationlevel.
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Figure5 shavstheresultof asix hourtestrunof asin-
gle multicastsession.Initially, the costof ALMI multi-

casttreeis very high, sincethe ALMI controllerdoesnot
have a priori topologicalknowledgeaboutgroupmem-
bersand randomly connectsmembersto eachother at
the beginning of the session. However, the ALMI tree
costwasquickly broughtdown atthe next re-calculation
of the tree and stayscloseto the real MST cost,asthe
controllerperiodicallygatherameasurememeportsfrom
groupmembersand updategshe ALMI MST. Thereare
two spikesin the ALMI MST, at time units 22 and 36
respectiely. Analyzing the traces,we found that both
points are causedby transientnetwork failures. In the
first case poneof a pair of two nodeswho arevery close
to eachother detectsthe otherend as unreachablend
connectgo a muchhighercostneighbor In the second
case,one node experiencesemporarynetwork failure
andis timedout at the controller The network recovers
afterapproximatelyl5 minutesandthe nodere-joinsthe
groupbut is randomlyassigneda new parent.The pres-
enceof anew membereitheratthe sessiorbeginningor
during the session always introducessub-optimalityof
thetreesincethey arerandomlyconnectedo the restof
the ALMI multicasttree. A more intelligent controller
may be ableto useone of the Internetservicessuchas
in [9, 16, 13] to estimatethe topologicalinformation of
a new memberand initialize its connectionmore effi-
ciently. We concludefrom this experimentthat ALMI
is ableto useapplicationperceveddelayto constructan
efficient multicastdistribution treein a highly dynamic
network ervironment.



5.2 Experiment Over LAN

In this experiment,we testa scenariowherenetwork
bandwidthis higher than what end-systemsan con-
sumeandtesttheforwardingprocessinglelaycausedy
ALMI processing.We useda SunUltra-1 attachedo a
10Mb/sEthernenetwork asasourcesendingdatato sev-
eral Pentiumlll - classPCsconnectedver a 100 Mb/s
LAN. We vary the numberof intermediatedatarelaying
hopsandmeasureghethroughputat thelasthop. In this
experiment,we useTCP connectiorbetweemodesand
confinethe controllerto connectmembersasa chainin
orderto capturethe effect of ALMI membernodefor-
warding.

FromTablel, we obserethatthethroughputchieved
in all casesemainsstableregardlesof thenumberof in-
termediatdops.ThisshavsthatALMI processinglelay
doesnotincreasewith the highernumberof datarelay-
ing hops. From a scalability point of view, this means
that the overall TCP throughputachieved in a session
is decidedby the slowestnetwork path or intermediate
hop,but is not affectedby the aggreyation of bottlenecks
if thereare multiple. On the otherhand,if we look at
Tablel vertically, we seethatthe processinglelayasso-
ciatedwith eachpaclet s relatively high, especiallyfor
small size paclets. This is dueto the factthatthe Java
virtual machineis still comparablyslow evenin thepres-
enceof JIT. However, we believe thisgapwill bereduced
in the nearfuture with the advancesof bettercompilers
andfasterCPUs.

6 RelatedWork

Challengingthe corventionalwisdomof IP multicast,
ALMI exploresanalternative architecturgo apply mul-
ticast paradigmin the currentinternet. Thereare two
closely related projectsemenging independentlyat the
sametime which have very similar objectvesas ALMI
does. Yallcast[8], aimsto extendthe Internetmulticast
architectureand definesa setof protocolfor host-based
contentdistribution eitherthroughtunneledunicastcon-
nectionsor IP multicastwherev/eravailable.It usesaren-
dezvousostto bootstrapgroupmembersnto the multi-
casttree. Thefunctionalityof therendezvoubostis sim-
ilar to ALMI’ sgroupcontroller it is only usedto inform
new membersaboutseveral currentmembersn thetree
andis notconnectedo the multicastdatapaths.Yallcast
createsa sharedmulticasttree using a distributed rout-
ing protocol. It alsomaintainsa meshtopologyamong
groupmembergo ensurethatthe multicastgroupis not
partitioned. Overall, Yallcastenvisionsthe deployment
of IP multicastinto small and disjunct network islands
andprovidesa rudimentaryarchitecturefor global mul-
ticast. In contrastto Yallcast,EndsystenmMulticast [4]

is more similar to ALMI in aiming towardssmall and
sparsegroupcommunicatiorapplicationsin Endsystem
Multicast, groupmembersare self-oiganizedinto multi-
casttreesusinga DVMRP [6] like routing protocoland
createsource-basethulticasttress. It requiremembers
to periodically broadcastefreshmessageso keepthe
multicasttree partition free. A companionprotocol of
EndsystenMulticastis calledNaradawhich focuseson
optimizing the efficiengy of the overlay, in termsof de-
lay bounds,basedon end-to-endmeasurementsBoth
YallcastandEndsystenMulticastarestill in theirinitial
evaluationstageandatthis point, we arenotawareof ary
performanceeports.Although, YallcastandEndsystem
Multicasthave their endgoalsalign with thoseof ALMI,
the tree constructionalgorithmsare very differentin all
threeprotocols.Both Yallcastand EndsystenMulticast
try to leveragethe existing multicastrouting protocols
andre-applythemat the applicationlevel. However, we
argue that one of the fundamentalcompleities comes
with IP multicastis its complicationin routingprotocols.
Although, at the applicationlevel, suchcomplity can
be greatlyreduceddueto the numberof nodesinvolved
is much fewer than the numberof routersall over the
Internet,afully distributedalgorithmmaystill causeex-
cessve controloverheadsindincur reliability problems,
which arethe sameproblemsasexistedin currentmulti-
castrouting protocols.A centralizedcontrol protocolas
theonein ALMI, with carefuldesignof redundang, can
simplify the mattergreatlyandprovidesa morereliable
mechanismio preventtreepartitionsandroutingloops.

Thereareotherrelevantprojectsthatalsodeploy mul-
ticast at the applicationlevel, with more emphasison
eachspecificapplications.RMX [3] is a projectthatin-
stallsmulticastproxiesto connecislandsof IP multicast
with co-locatedhomogeneousecevers. Besidesrelay-
ing data,anRMX proxy alsoadaptdo theheterogeneous
environmentusing detailedapplicationknowledge. For
example,an RMX proxy canactasa transcodeto ac-
commodatehe low bandwidthrecevers. Thetreecon-
figurationamongRMX proxiesare staticright now and
thereis no self-configuratiorand adaptatioraspectsof
the multicastoverlay as of this writing. AMRoute [2]
is a protocolfor host-basednulticastover mobile wire-
lessnetworks. It assumeshe existenceof anunderlying
broadcastmechanisnfor configurationpurposes.AM-
Routecontinuouslycreatesa meshof bidirectionaltun-
nels betweena pair of group members. Additionally,
eachmulticastgroup hasa core nodewhich is respon-
siblefor theinitial signalingandtreecreation.The AM-
Routecoreusesa sourceroutingapproachwheresource
is the corenodeitself, and selectsa subsetof the avail-
able virtual meshlinks to form a multicastdistribution
tree. The core canalso migratedynamicallyaccording
to groupmembershi@ndnetwork connectity. Both of



packet size | Zero Hop (KB/S) | OneHop (KB/S) | Two Hops (KB/S)

64 156.83 154.83 153.994
128 278.57 209.98 190.56

256 489.26 439.19 422.69

512 657.81 642.83 609.13
1024 752.47 732.85 769.74
2048 800.55 797.33 788.63
4096 813.84 813.18 836.82

Tablel: Experimentof ALMI forwardingdelayin endsystems

theseprojectshbearsimilaritiesto ALMI, yetALMI is de-
finedasamoregenerainfrastructurdor awide rangeof
applicationsratherthanfor a specificapplicationor en-
vironment.

7 Conclusionsand Futur e Work

This papermpresentedLMI, anapplicationlevel mul-
ticastinfrastructure that hasbeendesignedandbuilt to
provide a solutionfor multi-sendemulticastcommuni-
cation which scalesto a large numberof communica-
tion groupswith small numberof members,and does
not dependon multicastsupportatthe IP layer. This so-
lution providesa multicastmiddlevare which is imple-
mentedabove the socletslayer. Application level mul-
ticastoffersacceleratedieployment,simplified configu-
ration and betteraccesscontrol at the costof small ad-
ditional traffic load in the network. Simulationresults,
along with initial experimentationresultsindicate that
the performanceradeof is quite small and that ALMI
multicasttreesare closeto the efficiency of IP multicast
trees. Sinceapplicationlevel multicastis implemented
in the userspacejt allows moreflexibility in customiz-
ing someapplicationrelatedmodulesg.g.datatranscod-
ing, errorrecovery, flow control, schedulingdifferenti-
atedmessagdandlingandsecurity

We planto extendthis work in multiple ways. We are
enhancingthe performanceevaluationwork to include
experimentswith alargernumberof nodesaswell asin-
tegratingwith reallife applicationssothat, besidescon-
trol, dataperformancecharacteristicgan be studiedin
detail. In addition, we plan to implementand studyin
moredetail applicationspecificmodulessuchasend-to-
endreliability, namingandsecurity In termsof speeding
the performanceof our middlevare,we will explore op-
tions of moving partsof the forwarding functionality to
an OS kernel and defining an interface betweenALMI
andthe OS specificparts.
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