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Abstract

Label switched networkshave becomeincreasinglyat-
tractiveto both networkproviders and customes. By cre-
ating aggregate bandwidth-eservedlows,thesenetworks
offer routing flexibility, predictablebandwidthusage, and
quality-of-service(QoS) provisioning This flexibility in
routing enablesfault-persistent QoS reservations,whee
connectivity and allotted bandwidth remains available
evenif somelinks or networknodesfail. The automatic
switch-overfroma now-defuncpathto a new, workingpath
is knownas restoation. Restoringbandwidth-guaanteed
pathsrequiresallocation of resouceson badkup pathsthat
will be usedin the event of faults. In this paper we in-
vestigatedistributed algorithms for routing with badkup
restoation. Specifically we proposea new conceptof
BadupLoad Distribution Matrix that captuespartial net-
work state greatlyreducingtheamountof routinginforma-
tion maintainedand transmittedwhile achieving efficient
bandwidthusage. We presentand simulatetwo new dis-
tributed routing algorithms, which provide significantim-
provementsn rejectionratesand provide substantialsav-
ingsin bandwidthusedandcall setuptime compaedto ex-
isting algorithms.

1 Intr oduction

The conceptof Label Switching hasits rootsin virtual-
circuit networks. Usingasimplelabelto baseswitchingde-
cisionson becamewidely popularwith the adventof Asyn-
chronousTransferMode (ATM) technology It hassince
beenextendedandadaptedo awide rangeof networks,in-
cludingopticalnetworkingtechnologiesuchaswavelength
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switchingandnew electronicpacletswitchingtechnologies
such as Multi-Protocol Label Switching (MPLS). These
networks offer connectvity to their clientsin the form of
an end-to-end_abel SwitchedPath (LSP) with bandwidth
and/ordelayguarantees.

When uninterruptednetwork connectvity is necessary
a client may use LSPsfrom two (or more) Network Ser
vice Providers(NSP)to dealwith occasionahetwork fail-
ures. However, this requiresmultiple physicalconnections
(ports)to differentNSPsandwasteqatleast)half theband-
width. To avoid this,anNSPmay provide anenhanceder
vicewith additionalguaranteedor every clientrequestthe
NSPsetsup two LSPs,oneprimary LSPthatis usedunder
normal circumstancesand a backupLSP thatis activated
in the eventof disruptionof the primarypathdueto link or
switchfailures. It is possibleto conceve a servicewherein
k backuppathsare setupfor every primary pathto protect
againstpotentiallyk — 1 simultaneoudink failures.As the
chancedor link or switchoutagesarealreadyvery low, the
probabilityof multiple simultaneousutagess muchlower.
Therefore,in our work, we focusonly on a single backup
pathfor every primary path.

Themechanisnusedfor detectiorof pathdisruptionand
switch-overto backuppathhastwo variants:

(1) Badkuppathwith protection:In thiscasejn theevent
of alink failure, the endpointsof the path detectpathdis-
ruptionandswitchto the secondaryath. This however re-
quireshardwaresupporionrouter/switchportsto detectink
failures.(2) Badkuppathwith restoation: In this case sec-
ondarypathis configuredonly in the eventof disruptionof
primary path. Thefailure detectionand subsequersignal-
ing to activate the backuppathis performedusing out-of-
bandmechanismémplementedn control software.

Notethatin bothcasesresourcearealwaysallocatedon
primaryandbackuppath.However, in thefirst casebackup
pathis alwaysactive andalwaysconsumesesourcesln the



secondcase,one canconcevably useresource®n backup
pathsfor improving performancedor best-efort traffic. In

this paper we focuson the problemof routing bandwidth
guaranteegathswith restoratiorin generidabelswitching
networks.

Clearly, comparedo the scenariowvherethe client buys
two independenpaths,backuprestorationprovisionedby
the serviceprovider improvesthe overall network utiliza-
tion.

1.1 Reseach Contrib utions

In this paper we investigatedistributed algorithmsfor
routingof bandwidthguaranteed SPswith backuprestora-
tion in the context of staticanddynamicallyreconfigurable
label switchedIP (MPLS) and optical networks. We pro-
posea new conceptof Backup Load Distribution (BLD)
matrix that capturespartial network stateand eliminates
problemsof bandwidthwastagefound in algorithmsre-
portedin the literature. We describetwo new distributed
routing algorithmsthat utilize the BLD matrix andrun in
boundedime. TheproposedBLD matrixcanbeexchanged
amongpeerroutersor switchesusingthe OSPFextensions
for Quality-of-Service(QoS)routing [2] andthereforeour
algorithmscanberealizedin the existing internetarchitec-
ture. Our simulationresultsfor samplenetwork topologies
shav 50%reductionin the numberof rejectedrequestand
30-40%savingsin total bandwidthusedfor backup.

1.2 Outline

The outline of the restof this paperis asfollows: Sec-
tion 2 presentghe backgroundmaterialfor the remaining
discussiorin the paper Section3 describeghe limitations
of usingpartialnetwork stateinformationconsistingof only
three statevariablesper link, namelyresidualbandwidth,
bandwidthfor primary paths and bandwidthfor badkup
paths The conceptof BLD matrix that eliminatesthese
limitationsis introducedn Section4. In Section5, we then
describeour two new algorithmsthat usethe BLD matrix.
Section6 describeur simulationexperimentswith some
realisticnetwork topologies Finally, Section7 presentour
conclusions.

2 Background

In this section,we will presentelevantbackgroundna-
terial on variousaspectsf the problemof routing band-
width guaranteetbackuppaths.

2.1 Characteristics of Routing Algorithms

Ourroutingschemesreonline asthey routea new path
requesbasednly ontheknowledgeof the current stateof

the network and do not exploit propertiesof the future re-

guests.Also, our routing schemeseedknowledgeof only

partial or subsebf the total network state.Onecandesign
schemeswith varying degreesof partial state. Lakshman
et al. [7] describesone such partial information scenario
whereinfor everylink L with capacityC’,, threestatevari-

ablesaremaintainecandexchangecamongpeeringrouters:
(1) F: Amountof bandwidthusedonlink L by all primary
pathsthatuselink L. (2) Gr: Amountof bandwidthused
by all backuppathsthat containlink L. (3) Rr: Residual
capacityonthelink L definedasCr, — (Fr, + Gr). Oural-

gorithmsusethesethreeperlink statevariablesanda new

form of statecalledBackuplLoad Distribution matrix.

2.2 Fault Model

In the context of protectedpathrouting it is important
to considertwo kinds of failures,namelylink failuresand
routerfailures. A commonfault modelfor link failuresas-
sumedin literatureandjustified by network measurements
[8] is that at any giventime only onelink in the network
fails. In our work, we usethis failure modelto devise our
algorithms.Notethata simplebut wastefulwayto dealwith
multiple link failuresis to resene multiple backupconnec-
tions. For example,if we assume maximumtwo simulta-
neoudink failures reservingwo backupgor everyprimary
will guaranteeininterruptecconnectvity in the worstcase
whentwo out of threeresened pathsfail. However, if ma-
jority of thetimes,two links thatfail simultaneouslypelong
to the samepath,the seconcbackupmaybe awaste.

Unlike telephoneswitches,modernroutersstill do not
supportfive or sevenninereliability andthereforejn mod-
ernlP networks,unlike phonenetworks, routerfailuresmay
be morefrequentthanlink failures. Clearly, if primaryand
backuppathsareroutedto accountfor a singlenodeand/or
link failure,they mustbelink andnodedisjoint. A easyway
to achieve this is to modelrouterfailure asa link failure.
Thistechniquepftenusedn distributedsystemstrepresents
arouterby two nodesconnectedy a link with infinite ca-
pacity Therouterfailureis thensimulatedby a failure on
thisinfinite-bandwidthlink. In our work, we againassume
thatatary giventime only onelink or routerfails.

2.3 Backup Path Sharing

The conceptof backuppath sharingexploits the fault
modelsdescribedabore andis centralto efficient routing of
backuppaths.Thefaultmodelof single-linkfailureguaran-
teesthatin the eventof alink failure, if two primary paths
are link disjoint, they won't fail simultaneously In this
case,the backuppathsfor theseprimary pathscan share
all (or fewer) links, sinceboth backuppathswill never be
active at the sametime. In otherwords,if two LSPs,each



with bandwidthrequiremenbf b units, areroutedon link-
disjoint paths,they canusethe samebackuppathwith ca-
pacity b. Suchbandwidthsharingallows one of the two
primary pathsto usethe backup“for free? The goal of
theroutingalgorithmthereforeis to maximizebackuppath
sharingto maximizeusablebandwidth.

Theamountof sharingthatcanbeachievedby anonline
algorithm over a seriesof N requestscan dependon the
amountof stateinformationatits disposal Limited amount
of stateinformation canleadto pessimisticlink selection
andincreasedequestejection.

2.4 Widest Open ShortestPath First

The Widest ShortestPath First (WSPF)algorithmwas
first proposedoy Guerinetal. [3] for primary pathrouting
of bandwidthguaranteegaths.Sinceour schemesisethis
algorithm,we will presenit briefly.
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Figure 1. WSPF data structures

Thedrawbackof traditionalShortesPathFirst (SPF)al-
gorithmis thatit yieldsanoptimal solutionfor a singlere-
guest,however, over a spanof N requestsjt canleadto
high requestrejectionand low network utilization [3, 7].
The WSPFalgorithm alleviatesthis problemby selecting
ashortespathwith maximum(“widest”) residualcapacity
onits componentinks. To minimize overhead®f comput-
ing the shortestpathanddistributing the stateinformation
in a distributedimplementationGuerinat al. proposetwo
ideas(Figurel): (1) Quantization: Quantizethebandwidth
onalink into afixedsetof rangesor bins. Whenanew path
requestis receved,therequesis mappedo afixedbin and
canbesatisfiedby selectinga pathwith links thatbelongto
thator a higherbin. (2) Pre-computation: For eachquanti-
zationlevel or bin, storea pre-compute&PFtreefrom ev-
ery sourceedgerouterto all destinatioredgerouters.Note
thatevery time the residualbandwidthon a link changes
guantizatiorievel, the SPFtreefor thenew level andtheold
level needto be recomputedThe compleity of the WSPF
pre-computatiorior ¥ bandwidthlevelsanda network of n
nodesyn links in theworstcaseis O(kmn log n).

A drawback of WSPFis that it doesnot accountfor
knowledgeof natureof traffic betweeringress-gresairs.
We chooseN SPFasagoodtradeof betweersimplicity and
performance.

3 Limitations of Using Partial Network State
with ThreeVariables per Link

Primary-to-Backup Bandwidth Wastage

Tnew(Bnew)= 33 . "F,;l
Ry P,

. ) S .

Primary(D——2——)§ r,(b,)= 10
ry(by)=12
L

Backup D—2~ @)

G =28

Figure 2. Primar y-to-Bac kup Link Wastage

In the following, we will shav thatthe useof threestate
variables(Ryr,, F1,,G1) perlink L leadsto what we call
Primary-to-Bad&up link bandwidthwastage.Suchwastage
may causepessimistidink selectionin backuppath com-
putationandthereforehigherrequesrejectionandreduced
bandwidthsharing.

In orderto provide bandwidthguaranteegheuseof par
tial network stateinformationleadsto the assumptiorthat
theworst caseload (maximumoad ona link) overall links
in the primary pathwill be backed up on the backuppath.
However, in mostcasesa link in a backuppathmay only
supporta partof theload of the primary path,sincethe pri-
marypathloadis potentiallydistributedoverasetof backup
paths. But in the partial stateinformation scenario,only
the worst casevaluesare known, asthereis no informa-
tion onthedistribution of the primary pathloadon different
backuplinks. Thus,thereis a pessimisticassumptiorasto
theamountof free shareabldandwidthonalink belonging
to abackuppath.

Weillustratethis conceptwvith anexampleshavnin Fig-
ure 2. Considerlink L, betweennodesi, j. Threeexist-
ing primary pathsP;, P», P5 routedfor requests, ra, r3
with bandwidthrequirement$, = 5,b, = 10,b3 = 12 use
this link which resultsin aloadof Fy,, = 27 unitsdueto
the primary path. Let usassumehatthe new requesto be
routedr,,.,, requiresb,.,, = 33 units of bandwidth. The
backuppathroutingis trying to evaluatesuitability of link
Lp betweennodesu, v asa memberof the backuppath.
Let usfurtherassumehatonly requestr; is usingthe link
Lp = (u,v) onits backuppath. Also, let the currentload
on L g inducedby backuppathsbe G, = 28 unitswith a
residualcapacityof R, = 12.

If we assumeheuseof completenetworkstateinforma-
tion, then,the routing algorithmknows that of the primary
pathload Fy ., only the primarypathfor r; is backedupon
apaththatusedink Lg. Thereforeputof G, = 28, only
5 unitsis inducedby link Lp andanextra 23 unitsof band-
width alreadyresened is availablefor backingup the new
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request(free shareabldandwidth). Since,R;,, = 12 >
((bpew = 33) — 23) = 10, the completeinformationcase
will allow theselectionof link L in thebackuppath.
Onthecontraryin the partialinformationscenariopnly
the absoluteFy,, ,G L, RL, valuesareknovn andtheal-
gorithmdoesnot know thedistribution of F1,,, onlink Lg.
This forcesa pessimisticassumptiorthat in the event of
failureof link Lp, notb; = 5 butb; + by + b3 = 27 units
may needto be bacledup on Lg. Clearly, the sumof the
free shareabldandwidthandthe residualcapacityon L,
(GL, — backup + Rr,) = (28 — 27 + 12) = 13, is less
thanthe new requestsize 33, andtherefore,Lg will not
be selectedasa potentiallink in the backuppath. In other
words,lack of extrainformationcanleadto a disconnected
graphonwhich backuppathis routedandcauseherequest
to berejected.We call this kind of bandwidthwastageand
requestejectionasPrimary-to-Bakuplink wastage.

4 Backup Path Routing using Backup Load
Distrib ution Matrix

In this sectionwe describea new form of stateinforma-
tion called Badkup Load Distribution (BLD) matrix based
on the conceptof backupsharing[7] andillustratehow we
canemplgy it to achieve betterbackuppathsharing.

4.1 Conceptof Backup Load Distrib ution (BLD)
Matrix

L L L L L L L L

[P,=10P,=8 P,=12, P76 |
3

F=[10 10 8 26 18 6 8 12]
v v V
1 2 3 4 5 6 7 8
0 g | 26| 18| 6 3 12

2 0|8 |2| 186 |8 |12

3 0 | 6 6

4| 10| 10 0

5| 10| 10 0

6 0

7 0

8| 10| 10 0
Capacity C =[50, 50, 150, 150, 50, 50, 50, 150]
Primary Load F =[10,10, 8, 26, 18, 6, 8, 12], max F =26
Backup Load G =[26,26, 6, 10, 10, O, 0, 10]

Residual Capacity R = [14, 14, 136, 114, 22, 44, 42, 128]

Figure 3. Example of a BLD matrix

Givenanetwork with NV links, eachnetwork node(router
or switch)maintainsa N x N BLD matrix. If the primary
load F; onalink j is B units, entriesBLDM]i, j],1 <
i < N,j # i, recordwhatfraction of B is backed up on

link 7. Figure3 illustratesthis conceptvith anexamplenet-
work with eightlinks andfour primarypathsP; , P, Pz, P,

with bandwidth requirementsl10, 8,12, 6 units of band-
width. ThecorrespondindpackuppathsB,, Bs, B3, B, are
alsoillustrated. The figure lists four vectors: (1) capac-
ity vectorC thatrecordsthe link capacities(2) vector F

thatrecordgheloadinducedon eachlink by primarypaths,
(3) vector G thatrecordsthe loadinducedon eachlink by

the backuppaths,and (4) residualcapacityvector R that
recordstheresidualcapacityon eachlink.

Considerlink L4. Primarypath P, P3, P, usethis link
andthereforejts primaryloadis F,, = F[4] = 8 + 12 +
6 = 26 units. The correspondindackuppathsare B, =
(Ll,L2), B3 = (Ll,Lg), andB4 = (Ll,LQ,Lg). There-
fore, the backupload on thesdinks canbewritten down as
Gr, =G[1]1=26,Gr, = G[2] =26,Gr, = G[3] =6.

We can now seethat out of F,, = 26 units of pri-
mary loadon L4, 8 + 12 + 6 = 26 units are backed up
on Ly, Ly, whereass units arebacled up on Ls. As per
the definition of BLD matrix, this leadsto BLDM entries,
BLDM]|1,4] = 26, BLDM|[2,4] = 26, BLDM|[3,4] =
6.

Also, notethatfor row 2, maza;; BLDM]2,j] = 26
representshe maximumbackupload on link L, induced
by ary link in the network. In general,for ary row i,
mazqu; BLDM][i, j] representshemaximumbackupload
inducedon link i by all otherlinks. Clearly, for ary link 4,
mazq; BLDM]i, j] < G;. Also, notethatif theentriesin
row ¢ aresortedin decreasingrder, we canidentify links
thatinducesuccessiely smalleramountof backupload on
link ¢. This knowledgehelpsin answeringguestionssuch
as(1) whichtwo links inducethe mostloadonlink 4 or (2)
outof N links, which links induce50% of backupload on
1 etc.

ThePrimary-to-Backupink wastagealescribeckarlieris
avoidedby useof BLD matrix. For the exampleshowvn in
Figure2, BLDM|[(Lg, Lp)] entrywould be 5 asonly re-
questr; = 5 thatusesL, is backed up on L, andthus
avoid the pessimisticassumptiorthat entire primary load
on L, maybebacledupon Lg.

Whenever a noderoutesnewn primary and backupcon-
nections,it recomputeshe BLD M entriesanddistributes
themto other network nodesusing OSPE The changego
OSPFand optimizationsfor minimizing the overheadsof
this distribution are not describedheredue to spacecon-
straints. Note that for a network of fixed size, the size of
the BLD matrix andtherefore,the maximumsize of state
exchangebetweennetwork nodesis fixed andis indepen-
dentof the numberof paths. In otherwords, BLD matrix
capturesonly link stateinducedby pathsbut no path spe-
cific state. Frequentadditionor deletionof pathschanges
the matrix entriesandrequiresstateexchangebetweemet-
work nodes If the stateexchangds completelydistributed,



in the eventcopiesof BLD matrix at differentnodesarein-
consistentfwo or morenodesmay endup selectingpaths
consistingof links that do not have sufficient capacityto
accommodatéheir requestsin this casetheresenationat-
temptof someof the nodeswill fail andtheir requestwill
be rejected. The BLD matrix entrieswill be consistentaf-
ter subsequen©SPFupdatesare processed.One way to
minimize BLD matrix inconsistenciess to selectreposi-
tory nodesthat actasrepositoryfor BLD matrix stateand
seneit to othernetwork nodes.In theeventof BLD matrix
changeseachnoderegistersits changesvith therepository
nodesand also, receves notification of changesmadeby
others. Details of theseschemesre not discussedn this
paper

4.2 Conceptof FreeSharableBandwidth

|P1=10, P,=8, P,=12, P=6 |

Primary

Figure 4. Concept of free bandwidth on a link

Formally, given a primary path P, the free bandwidth
availableon acandidateébackuplink L is definedas

FREE[L) = G[L] - maz;epBLDM[L,i] (1)

In our example, for backup path (L4, L, Ls),

FREE[Ls] = 10, FREE[L,] = 8, FREEI[L)] = 6,

and therefore,if requestsize b,,.,, is 6 units or less, no

bandwidthneedsto be resened on the candidatebackup
path. As shovn, the BLD matrix allows more accurate
computatiorof free sharablébackupbandwidthon alink.

4.3 Modeling the Link Cost

The backup path computationprocedureshould favor
links that have large “fr ee badkup” bandwidth. From the
perspectie of backuprouting, every link hastwo kinds
of bandwidthavailable: (1) Free bandwidth (F'R): that
is completelysharableand doesnot requireextra resource
resenation. (2) Residual bandwidth (R): is the actual
capacityleft unusedon the link. If the LSP requestsize
b > FR[l], thenb — F R[l] unitsof bandwidthmustbeallo-
catedon thelink to accountfor the worst casebackupload
on thelink. If the residualbandwidth R[I] falls short of
b— FR[l] (i.,eb— FR[l] > R[l]), thenthelink ! cannotbe
usedon the backuppathandis calledan“infeasible link” .
Giventhis, costof usinglink { on a backuppathconsistof
two parts: (1) costof usingthe free bandwidthon the link
and(2) costof usingtheresidualbandwidthon thelink.

for backup sharing

00 if b — FR[l] > RJl], (I infeasible)
B FR[l]*Cr if b < FRJ[),
- vl = FR[l] * Cr+ @
Now, we will introducethe conceptof free shamble (b— FR[l))  Cr, ifb> FR[,&(b— FR[l] < R]l])

bandwidthon a link and shov how the useof BLD ma-
trix allows its accuratecomputation.Considerthe example
network in Figure 3 with associatedBLD matrix and the
F, G, R vectors.Figure4 shows a snapshobf this network
wherein responseo a new LSP requestr,,.,,, a candidate
primarypath(Ls, Lg) hasbeenroutedbut notresenedand
(L4, L1, Lo) is underconsideratioras a candidatebackup
path. We canseefrom vectorG (Figure 3) that the maxi-
mumbackuploadinducedon (Ly, L1, Ls) is (10, 26, 26).

Let ustake a closerlook atlink L;. Fromthe BLD ma-
trix we know thatthebackuploadinducedby links in candi-
dateprimarypathnamely(Ls, Lg) on Ly is (BLDM]1, 5],
BLDM]1,8]) =(18,12). Soamaximuml18outof 26 units
of backupresenedon L, will berequiredfor backingupthe
primaryloadon (Ls, Lg) evenbeforethe new request,¢,,
isadmitted.In otherwords,thereareextra8 unitsof backup
bandwidthresenedfor backingup someotherlinks. If the
new requestrequireslessthan8 units of bandwidth,then
no extra bandwidthneedsto bereseredon link L; in the
candidatdackuppath. We call this 8 unitsof bandwidthon
link L; freebandwidth.

The costmetricsCr (Cr) shouldbe selectedn sucha
way that selectinga link with high residualcapacity R[{],
resultsin smallercost. In otherwords,if R[l;] < R[ls],
thenCg[l1] > Ckgll2]. Onesuchfunctionis Cg[l] = a(1 —

RRL)P, whereR,,., = max;R[l]. Similarly, if Fp., =

maz F, thenCr[l] = ¢(1— ;m—ﬂ)q, satisfiegheconstraint
thatif F'R[l1] < FRJ[l2], thenCF[l1] > Cr[l2].

For primary pathrouting, the “free bandwidth”doesnot
play arole asthe bandwidthhasto be alwaysreseredand
nosharings possible Thecostin this caseherefores only
thecostincurredin usingtheresidualbandwidth.

Giventhiscostfunctionfor alink, ourroutingalgorithms
attemptto find backuppathswith minimumcost,wherecost
of the pathis the sumof the costof componentinks.

5 Routing Algorithms

In this sectionwe will describegwo typesof algorithms:
(1) Two step algorithm: This algorithmfirst computesa



primary path using one of the mary available algorithms
such as Minimum InterferenceRouting (MIRA) [6], or
WidestOpenShortestPath First (WSPF)[3]. For this can-
didate primary path, the algorithm then computesa least
costbackuppath. (2) Iterati ve or Enumeration basedal-
gorithm: Thisalgorithmenumeratepairsof candidateori-
maryandbackuppathsandpicksthepairwith smallesfoint
cost. It usesthe WSPFheuristicandassociatedatastruc-
turesand andis thereforelessgeneric. Both thesealgo-
rithmsuseF, G, R variablesperlink andthe BLD matrix,
andrun in boundedamountof time. Notethatboth our al-
gorithmscanbe deployed alongwith traditional OSPFand
WSPFroutingalgorithms.

5.1 Generic Two StepAlgorithm

The basicpseudo-codéor this algorithmis asshawvn in
the Algorithm in Tablel:

Table 1. Generic two-step algorithm

Tree T,

Net wGraph G G ;

Pat h bkup, prm

eq = (s, d, b) ;

rm= CGetPrimaryPath (Greq);
tf ('prm) return (null);

/' Do Backup path conputation
G =Renoveli nks(G prm;

G =Renovel nf easi bl eLi nks(G , BLD, prnj;
Assi gnCost WG , BLD, prm;

bkp = SPFBackUpPat h(G );

if (!'bkp) return(null);

Updat eNet wor kSt at e( G, pr m bkp) ;
return(prm bkp, cost);

RN ohwNR
- =

e e

The first stepin this algorithm (line 5) computesthe
primary path P using an algorithm suchas MIRA, PBR,
WSPEFE If this stepfails, the requestis rejected(line 6).
Sincebackupand primary pathsmustbe link disjoint, all
links in P are removed from the graphon which backup
pathis routed(line 7). For the candidatgorimary path,us-
ing the BLD matrix, and Equation 1, the algorithmthen
computeshe FREE[L] on eachlink in the graph. Then
the algorithm removes all infeasiblelinks from the graph
andcomputesnew graphG’ (line 8). Usingthe costmet-
ric definedin Equation2, it thenassignscostw|l] to each
link I andcomputeghebackuppathusingthe ShortesPath
(SP)algorithmon graphG’ (line 10). If no pathis found,
the pathrequesis rejected.Otherwise an attemptis made
to reseretheresourcegor primaryandbackuppathsusing
protocolssuchas RSVP or LDP. If resenation succeeds,
the algorithm updatesthe pathrelatedlink statevariables
andcorrespondin@®LDM matrixentries.It thensendsstate
changepacletsto theappropriatsneighborgline 12). If the
resenationfails, therequesis rejected.

We evaluateda specificinstantiatiorof thisgenericalgo-
rithm usingthe WSPFalgorithmfor primarypathcomputa-
tion. We call this algorithmthe EnhancedNidest Shortest
Path First (EWSPF). The compleity of this algorithmis
O(mlogn) wheren is the numberof nodesandm is the
numberof links or edgesn the network graph.

5.2 Enumeration Based Algorithm
WSPF)

(ENUM-

This algorithm enumeratesandidatepairs of primary
and backup paths using pre-computeddata structuresin
the WSPFimplementatiorandthereforeis called ENUM-
WSPFE Thebasicideain thisalgorithmis asfollows: Given
apathrequesftor (s, d, b) units,find the bandwidthbin the
requestis quantizedto (line 5) (Seefigure 1). Using the
SPFtreesstoredin the bin, find the shortesipathfrom s to
d (line 9,10). Treatthis pathasa hypotheticabadkuppath
andfind a primary paththatinducesleastcostw][!] on this
pathby searchingSPFtreesin all otherbins. Thesearchis
accomplishedy thefor loop (lines 12-25). Whensearch-
ing for the primary path, it is likely that after links for the
backuppath are removed, the tree at a given bin may be
disconnectedor the requireds andd pair (line 16). In this
caseamoreexpensve shortespathcomputatioris doneon
the original graph(lines 17, 18). Usingthe BLDM matrix,
Equationsl and 2, andcostof primary path,thejoint cost
of the (bkp, prm) pairis computedline 20) andcompared
to the currentbestpair (line 22-25). At theendof theinner
for loop (line 26), a bestprimary pathfor the backuppath
from bin is selectedTheprocesss thenrepeatedor every
higherbin (bin < vl < k) (for loop: line 8-27). Clearly,
thisapproactenumeratepairsof primaryandbackuppaths
and selectsthe one with leastjoint cost. The compleity
of this algorithmis (kmnlogn) for pre-computatiorand
O(k?) for the costcomparison.

6 Simulation Results

In this sectionwe describesimulationghatcharacterize
the benefitsof our proposedschemes.We conductedwo
setsof experiments:(1) Experiment Setl (EXPTSET-I)
compareshreedifferentschemeseWSPEENUM-WSPEK
andsimpleShortesPathFirst (SPF).We simulatedwo dif-
ferent SPF schemes: (1) SPF-HOR usesmin-hop-count
aspathmetric and (2) SPF-RESuseslink costsbasedon
the residualcapacityand computedowestcost path. Both
SPFschemegomputetwo independenpaths:oneusedas
primary and other as backupand do not attemptto share
backuppaths.(2) Experiment Setll (EXPTSET-II) com-
paresour EWSPFschemewith Kodialams et al schemes
usingdatasetsin their[7] paper



Table 2. ENUM-WSPF

1: Tree T;

2: NetwGraph G G ;

3: Path bkup, prm

4: req = (s, d, b) ;

5: bin = Quantize(b);

6: if (bin > k)

7: bi n= k;

8: for (luwl= bin;lv++; Wl < k)
9: = Get SPFTr ee %_I vl,s);

10: bkp = GetPat h(T,d);

11: if  (!bkp) continue;

12: or (j=1,j+4+; j# Wl & j < MaxBin)
13: T = Get SPFTree ll' s?(;

14: T' = Renpveli nks(T, bkp) ;

15: prm= GetPath(T ,d);

16: if ('pr

17: G = Renoveli nks(G bkp);
18: prm= SPF(G);

19: endi f

20: cost = Assi gnCost W bkp, BLD, prm ;
21: cost = Joi nt Cost Prm bkp) ;
22: if (mncost > cost)

23: best_Brm = Brm

24: best “_bkp = bkp;

25: endi f

26: endfor

27: endfor

6.1 Simulator Details

In the following, we describethe network topologies,
traffic parametersndperformancenetricswe used.
LSP RequestLoad Table3 shows the parametersisedto

Table 3. Simulation parameter s for EXPTSET-I

| Property | Values |
Reques{REQ)arrival Poissomateveryrouter
o 100 time units, exponen-
Call holdingtime (MHT) tially distributed
REQ Volume(RV) 50,000to 300,000
Simulationtime (STT) Fixed50,000units
0, -
Max LSPREQSZ (LF) in 10%of thelink capac
Mean REQ interarrival | Computedusing RV and
time STT _
Destinatiomodeselection | Randomlydistributed

runthe experimentdn EXPTSETI. Notethatin reality, re-
guestload at variousnodesmay not be randomandcertain

node pairs may seedis-proportionateamountof requests.

However, noreallife call traffic datasetarecurrentlyavail-
ablein public domain.

For experimentsin EXPTSETII, we obtainedfrom au-
thors Kodialamet al. a modified versionof datasetshey
usedin their paper[7]. Their datasetontains5 runseach
with 100demandsAll demandsave infinite call duration

— oncethey areadmitted,they do not terminate.The clear
drawbacksof this datasetare: (1) The numberof demands
in thedatasets too smallandwill notcapturethe statistical
rangerequiredto achieve betteraveragingof performance
metrics.(2) Also, unlike the datasetn EXPTSETI, thein-
finite connectiorholdingtime usedin this datasetioesnot
resembleealnetwork conditions whereconnectiongreset
up andtorn down.

Network Topologies Figure 5, 6 illustrate the homoge-
neous,heterogeneousetwork topologieswe usedin our
first setof experiment(EXPTSETI). Thesetopologiesrep-
resentthe Delaunaytriangulationfor the 20 largestmetros
in continental.S.

Bosto

NY
Inhid

<]

‘

Figure 6. Heterogeneous network topology

For theexperimentsetll (EXPTSETII), to compareour
EWSPschemewith Kodialamet al’s scheme [7] we ob-
tainedthe network topologythey usedin their paper
Quantization of Link Bandwidth for WSPF There are
two quantizationrschemedor the bandwidththatwe usein
the EWSPFand ENUM-WSPFschemes.The exponential
guantizationEXP) useshreebandwidthlevelsof 0.01,0.1
and1.0timesthe maximumrequestedandwidth.The uni-
form quantizatiofUNIFORM) usesa morelinear setof 6
levelswhich variesfrom 0.05,0.1,0.3,0.8.7and1.0times
themaximumrequestedbandwidth.

Performance Metrics We used following performance
metricsin our experiments: (1) Fraction Rejected (FR):
is the fraction of requeststhat were dropped. (2) Total
Bandwidth Saved Fraction (TBSF): is thefractionof total
bandwidthsaszedwhencomparedo SPF-RESIt is defined

asTBSF = TetalBncu_TotalBWser |n EXPTSET, we
otal BWspr




measuredoth metrics,whereasn EXPTSETIl we mea-
suredthe FractionRejected FR) metricaswe do not have
valuesfor othermetricsavailablefrom Kodialametal [7].

6.2 Experiment Setl (EXPTSET-I)

Figure7(a,b} illustratesthe FR and TBSF performance
metrics describedabose measuredfor the four routing
schemespamelyEWSPE ENUM-WSPFE, SPF-HOPSPF-
RES.

HomogeneousCase (1) Fraction Rejected: As expected,
the FR increasesstheload or RV increasesEWSPFand
ENUM-WSPF are significantly betterthan SPF-HOPand
SPF-RESwith up to 66% gainsfor 150,000requests.As
the load (volume) increasesEWSPFperformsbetterthan
ENUM-WSPFE At 300,000request&EWSPFprovides20%
improvementover ENUM-WSPFand 50% gainson SPE
ENUM-WSPFperformsslightly worsethanEWSPFdueto
usingthe pre-computedreesfor both primary andbackup
paths,whereasEWSPFusesthe pre-computedreesonly
for the primary path andrecalculateghe link weightsfor
the backuppath. ENUM-WSPFtradesoff additional SPF
computationrandattemptgo usethe existing treesasmuch
as possible. The main problemwith using existing pre-
computedinformationis thatthe sametree may appearn
multiple bandwidthlevels nullifying the enumeratiorpro-
cessandforcing ENUM-WSPFto resortto theshortespath
usingresidualcapacityasthelastresort. Hencethe perfor-
manceof ENUM-WSPFwhich is still significantly better
than SPF-RESwill tendto SPF-RESespeciallyat higher
loads. For therestof the discussionwe will compareboth
EWSPFand ENUM-WSPFto SPF-RESwhich performs
slightly betterthanSPF-HOP(2) TBSFvsRequesvolume:
In termsof the overall bandwidthsaved when compared
to SPF-RESwe seethat EWSPFsaves 33% and ENUM-
WSPFsaresaroundl8%over SPE Thegainsdecreasavith
increasein load sincelinks are saturatedand finding free
shareabldandwidthbecomesncreasinglydifficult with an
increasan the numberof requests.

Heterogeneou<ase

(1) Fraction Rejectedss Volume: Figure 7(c) shavs FR
vs the volumefor anLF valueof 10% of the OC-48links.
Sincewe have the accesdinks at OC-12,an LF of 10% of
OC-48will resultin somerequestghat are nearly 50% of
theaccesdink. Thiscausesheaccesdinks to getsaturated
very quickly andleadsto higherrejectionprobabilitiesfor
all the schemes.The gainsof EWSPF/ENUM-WSPFRare
alsolessover SPF-REStthehigherLF dueto theearlysat-
urationleadingto droppingrequests(2) TBSFvs \olume:
We foundthatgainsof EWSPF/ENUM-WSPRresensitve
to LF; they arelessatanLF of 10%ascomparedo anLF of

1In all graphsJegendWSP standsfor EWSPFandENUM standsfor
ENUM-WSPFE
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Figure 8. TBSF (heterogeneous (LF=0.10)

2.5%. FromFigure8, we seethat EWSPFprovidesaround
28%gainsandENUM-WSPFprovides13%gainsfor avol-
umeof 150,000requestsHowever, oncethe LF is reduced
to 2.5%°2 thegainsfor EWSPFandENUM-WSPFimprove
to 35%and20%respectiely for the samerequestwolume.

6.3 EXPTSET-II:
al’sscheme

Comparison to Kodialam et

Fromtheresultsof EXPTSET, we seethatEWSPper
formswell in all the casesve consideredndis very simple
to implement. Therefore,we selectedEWSPFasa candi-
datealgorithmto comparewith Kodialamet al. algorithm.
We modified our simulatorto handlethe datasedescribed
in 6.1. Kodialamet al’s schemeamodelsthe backuppath
routing as a linear programmingproblem that usesonly
threevariablesF, G, R. It developsa dual-basealgorithm
that solves the primal linear programto obtain an upper
boundUB andit's dual problemto obtaina lower bound
LB. Iteratively runningthe algorithmreducegUB-LB) dif-
ferenceandbringsthe solutionscloserto the optimal. Each
iteration involves solving multiple shortestpath problems
anda largenumberof iterationsrangingfrom 100-500may
be requiredto geta satishctory corvergence.We call this
schemeas Linear Programming Approacd (LPA) for the
restof this discussion.We performedtwo kinds of experi-

Table 4. Comparison of EWSP with LPA

Scheme| Total BW RequesRejection
(EXPTA) Fraction(EXPT B)
EWSP 2722 0.062
LPA 2736 0.064

ments:(a) EXPT A: whenlinks have infinite capacityand
no requests rejected;(b) whenlinks have finite capacity
andrequestsaredropped. For the first setof experiments,

2Graphfor LF=2.5%not shavn
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Figure 7. Performance results for various topologies

we measuredhe total bandwidththat is resered by the
schemedor all requestsFor thesecondEXPT B, Thegoal
of the secondsetof experimentds to measuregherejection
fraction. Ourresultsaresummarizedn Table4.

We can seethat our schemeshavs improvementin the
rejectionfraction over LPA. The saszings accruefrom the
useof BLDM to reducePrimary-to-Backudink wastage
thatwasdescribedn 3. However, we alsonoticedsignif-
icant standarddeviation among5 runs (eachwith 100 de-
mands). We believe that the limited size of the datasetss
the causeof suchlarge deviations, and also the relatively
small performancegains. Our schemds very simple asit
involves only two shortest-pattcomputationsunlike Ko-
dialamet al's schemewhich requires10-100sof SPFs. It
is also easyto deplgy, sinceit is directly basedon link
stateprotocols. In our on going work, we plan to obtain
sourcecodeof Kodialametal's algorithmto testit onlarger
datasets.

7 Conclusions

In this paper we addressedhe problemof distributed
routing of bandwidthguaranteegathswith restorationin
genericlabel switchednetworks. We proposeda new form
of constansizestateinformationcalledBackupLoad Dis-
tribution Matrix (BLDM) that capturesfor eachlink, the
distribution of primary load backed up on other links in
thenetwork. This matrix eliminatesthe bandwidthwastage
commonin approachethatuseonly threevariablegerlink
I, namely: F, load inducedby the primary paths,G, load
inducedby the backuppaths,and R, residualbandwidth.
We proposedtwo new algorithms: (1) Enhancedwidest
ShortestPath First (EWSPF)and (2) Enumerationwidest
ShortesPathFirst(ENUM-WSPF)thatusetheBLD matrix
andrunin boundedamountof time. Our simulationresults
for sampletopologiesshav 30-50%reductionin number
of rejectedrequestand30-40%savingsin total bandwidth

usedfor backupconnections.

References

[1] Anderssonl., etal.,“LDP Specificatiorf, IETF RFC
3036, January2001.

[2] ApostolopoulosG., et al.,“Quality of ServiceRout-
ing: A Performance Perspectie;, ACM SIG-
COMM98, Septemberl998.

[3] ApostolopoulosG., etal., "QoS routing mechanisms
andOSPFextensions” |IETF draft, Decembef1998.

[4] Der-Hwa Gan, Li, et al., "RSVP-TE: Extensionsto
RSVPfor LSPTunnels”,IETF InternetDraft.

[5] Ma, H., et al.,“Constraint Based Design of ATM
Networks, an ExperimentalStudy’ Technical Report
WUCS-97-15,, Washington University in St. Louis,
1997.

[6] Kodialam,M., etal.,“Minimum InterferenceRouting
with Applicationsto MPLS Traffic Engineeringd, IN-
FOCOM2000, March2000.

[7] Kodialam, M., et al., “Dynamic Routing of Band-
width GuaranteedPathswith Restoratiori, IEEE IN-
FOCOM2000, March2000.

[8] Zhou,D., andSubramaniamS.,“Survivability in Op-
tical Networks; IEEE Network, pp 16-23,Vol 14, No.
6, Dec2000.



