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Abstract

Currentreliablemulticastprotocolsdonothavescalable
congestioncontol mehanismsandthis deficiencyleadsto
concernghat multicastdeploymenmayendangr stability
of the network. In this paper we presenta senderbased
appmach for multicastcongestioncontrol targetedtowards
reliable bulk data transfer We assumethat there are a
few bottlenek links in a large scalemulticastgroup at any
time period and thesebottlene&s persist long enoughto
be identifiedand adaptedto. Our work focuson dynami-
cally identifyingthe worst congestedpath in the multicast
treeandobtainingTCP-friendly throughputon this selected
path.We devisenovel selectionlamongsteceives) andag-
gregation (over time) methoddo achieveour goal. There-
sponsdime of our protocolis thencompatibleto TCPonce
the worst pathis identified. Only whenswitching between
worst paths,the protocolresponseaime s relaxedto multi-
ple RTTs(lessthan10)for thereason®f scalabilityandsta-
bility. We usethe networksimulator (NS?) to validateand
evaluateour congestioncontml algorithm with both drop-
tail andRED gatewvays.

1. Intr oduction

Today’s Internetapplications,suchas streamingmedia,
on-lineinformationretrieval andsoftwareor proxy caching
updatesaredemandingmuchhigherbandwidthandmuch
larger scaleof distribution thanever. Multicastis an effi-
cient methodto disseminatalatato a large numberof re-
ceivers. Comparedo using multiple unicastconnections,
a multicastconnectionreducesthe transmissiorcost both
at the datasourcesandin the network. However, the po-
tentially large sizeof a multicastgroupandthe heterogene-
ity amongall recevversintroducehardproblemsin scalably
managingandcontrollinga multicastgroupin all aspect®f
multicastcommunication.

During the pastfew years,we have seena lot of stud-

ies andimprovementin multicastrouting, addressalloca-
tion andtransportevel errorrecovery. Comparablynotas
much maturework hasbeendonein addressinghe prob-
lem of multicastcongestioncontrol. Yet, congestioncon-
trol is the key factorto the succesf today’s Internet. It

ensuresetwork stability andoptimizesthe network utiliza-

tion by preventing applicationsfrom overloadingthe net-
work. To facilitatethe deploymentof reliable multicastas
a transportlayer protocol, congestioncontrol is an indis-

pensableelementthatmustbe researcheih greaterdepth.
Although congestiorcontrolis requiredby all applications
to ensurenetwork safety differentapplicationshave var-

ious constraintsin speed,quality and consisteng of data
delivery. For example,real-timeaudio/videoapplications
cantradequality for speedwhile applicationgor software
distributions can trade lateng for reliability. For multi-

castcongestiorcontrol, thereis an additionalchallengeof

meetingtheheterogeneousonditionsof differentrecevers.
Hence differentapproachemustbeinvestigatedor differ-

entclassof applications.

In this paper we setout to assesgproblemsand solu-
tionsin multicastcongestiorcontrol for a subsetof multi-
castapplications:reliable bulk datatransfer The example
applicationsof this category include software distribution,
web proxy updatesand other synchronizatiorand updates
for datareplication services. Theseapplicationsusually
transmithigh volumesof datato medium-or large-sized
groupsand requirereliable datadelivery. Thereis, how-
ever, no stringentrequiremenbnthespeeddf datadelivery,
andwhetherall participantseceve dataat their maximum
capabilitiesis not critical to the application. This givesus
spacefor adaptingdatatransmissiomrateaccordingto net-
work congestioramongheterogeneougcevers.

We proposea sendetbasedcongestioncontrol scheme
thattriesto matchthe bandwidthconditionontheworstre-
ceiverpath We definethe worst receiverasthe onethat
is downstreamof a congestedink that hasthe smallest
bandwidthcapacityamongall multicastlinks. And such
arecever may not be unigueandmay changedynamically



We devise novel selection(over recevers)andaggrejation
(overtime) methoddo identify aworst receiver Themain
issuesaddresseth our schemearesketchedasfollows:

e Metric for congestionindication: the metric for con-
gestionindicationdefineswhena recever shouldnotify
the sendeof its congestiorcondition. Unlike multicast
error control, in which recevvers sendfeedbackwhen
they obsene a pacletloss. Multicastcongestiorcontrol
requiresa metricthatcaptureshe degreeof arecever’s
congestiorconditionoverarecentperiodof time. A sin-
gle paclet lossfails to indicatecongestiorreliably and
will resultvolatile adaptationat the senderf1]. In our
schemewe choosethe metric asa function of recever
measuredossrateandround-triptime.

e Feedbackimplosion control: theclassicproblemin re-
liable multicastis how to dealwith the potentiallyhuge
volumeof feedbackrom all recevers.Varioussuppres-
sion mechanism#iave beenproposedn [6, 19, 18, 25]
for multicasterrorcontrolto reducehenumberof NAKs
for thesamdostpaclet. Withoutre-inventingthewheel,
we adoptthesemechanism$o suppressongestionndi-
cationsfor the samecongestedink.

e Responsveness: the responsienessof a congestion
control schemes crucial to how a protocol affectsthe
network stability. Ideally, the sendershould adaptto
network changeswithin a round trip time or less, de-
creasingts transmissiorrate assoonasthe congestion
builds up in the network andincreasingts rateassoon
asthecongestiordisappearsin multicast,however, it is
hardto identify the mostcongestedink in a shorttime
scaledueto the highly variantnetwork traffic alongdif-
ferentpaths,andanoverresponsie protocolmay cause
wide ratefluctuationsandimpedethe network stability.
In our schemewe chooseo tradeoff someprotocolre-
sponsvenessfor scalability and correctnesgin metric
calculation),andrelax the rate adaptatiorperiodto the
scaleof afew round-triptime.

e Fairness:the fairnessissuecharacterizetiow the pro-
tocol shareshandwidthamongmultiple flows and how
theprotocolco-existswith existing protocols.especially
with TCP. Though TCP’s congestioncontrol mecha-
nism is itself a moving target, a new mechanismstill
hasto treatit fairly in orderto becomeviable. We
adoptsthe Addictive Increaseand Multiplicative De-
crease(AIMD [3] paradigmto achieve both intra- and
inter-protocolfairness.

We shouldpoint out thatthe above issuesarenot at all
independentratherthey interferewith eachother closely
and sometimesorthogonally Our schemethereforecom-
promisesamongtheseobjectves. We use simulationto

studyandevaluateour proposedschemen NS2[10]. Sim-
ulation resultsshov that we are ableto achieve a fairness
ratio with TCP within afactorof 2 andberesponsie to the
network congestiorevenin large multicastgroupswith het-
erogeneoulink characteristics.

The rest of the paperis organizedasfollows. In Sec-
tion 2, we presenbour motivationandbackgroundor end-
to-endcongestiorcontrol. In Section3, we presenbur so-
lutions andtrade-ofs in our designchoices. In Section4,
we describeour schemdn detailandin Section5, we use
simulationto validateandevaluatethe performanceof our
schemeln Section6, we discusgelatedwork andconclude
in Section?.

2. Moti vation and Background

Therearetwo basicwaysto dealwith congestiorin to-
day’s Internet:eitherapplicationactivelyadaptto the avail-
ablebandwidth,or the network enforcesratelimits for ev-
ery flow andthereforethe applicationspassivelyadaptto
thelimited rate. The End-to-endarguments originally pre-
sentedn [23], andlargely contributesto the designof the
mostpopularlydeployedreliabletransportprotocol— TCP.
In TCP, congestioncontrol are deliveredwithout ary ad-
ditional network complexities or services therefore,it al-
lows rapid and incrementaldeploymentwhich is very at-
tractive andimportantto a new protocol. The secondway
of dealingwith congestiorcontrolis emeging in theform
of integratedanddifferentiatedservices Theserouteraided
congestiorcontrolmethodgequireflow resenation,profile
specificationand admissioncontrol aheadof the flow ini-
tialization. Furthermorethey alsorequireroutersto keep
perflow or aggreatedflow statesto enforcethe resena-
tions. The compleity of signalingand maintainingflow
stateshave shiftedthe researchifocus from integratedser
vicesto differentiatedserviceswhich classifiesflows into
classesandprovidesstatisticalguaranteen a perclassha-
sisinsteadof a perflow basis. Although the differentiated
servicesarchitecturehasshovn promisesin its future, its
deploymentin alargeinfrastructuresuchasthe Internetre-
mainsto be seen.We alsoobsene thatsincedifferentiated
servicesaggraateflowsinto classesthenwithin eachclass,
flows muststill be cooperatieto eachotherandadaptveto
the bandwidthallocatedto that class,althoughtheir adap-
tive rangescan be differentfor eachclass. Therefore,we
believe it is necessanandimperative to dealwith conges-
tion controlin anend-to-endnanner

2.1 Approachesof End-to-end Multicast Conges-
tion Control

Although end-to-endnulticastcongestiorcontrolis de-
sirable,it is fundamentallya hard problemdueto the het-



erogeneityof link bandwidthanddelay on eachindividual

recever’s path. This heterogeneityntroducesan essential
scalingissue:how canasendedecidethetransmissiomate
if everyreceverhasadifferentcapacity?

Two distinctwaysof congestiorncontrol areintroduced
in the currentreliablemulticastliterature: sendetbased4,
9, 15, 27, 21] andreceverbased12, 14, 26]. Thesender
basedapproachs essentiallysimilarto what TCP does the
senderusesa single transmissiorrate that affects all re-
ceiversandinfers network congestionfrom feedbackcol-
lected from recevers. This approachsuitesapplications
suchasbulk datatransfer wherethe primarygoalis to de-
liver datareliably to all receversbut somerecevers may
suffer delay in waiting for others. The sendeibasedap-
proachalsorequiresextremecarefuldesignin dealingwith
problemssuchasimplosioncontrolanddrop-to-zergprob-
lems,whichwe will addresdaterin the paper

In favor of other types of applicationssuch as au-
dio/video,which aresensitve to delaybut tolerantto some
amountof quality reduction,a recevver-basedapproachis
alsoproposed n this approachdatais organizednto lay-
ers and transmittedonto different multicastgroups. Re-
ceivers can thus choosehow much datathey can accept
underthe currentnetwork conditionandonly subscribeto
thoselayers. For reliablebulk datatransfer problemsstem
from the recevver-basedapproachas datadoesnot come
with a naturallayering,andit is hardto organizedatainto
layers,yet maintainingdataconsisteng and ordering. In
addition,dueto the complexity of encodinganddecoding,
the numberof available layersis normally confinedto be
small, thuslimiting the adaptie rangeof congestioncon-
trol. Thereceverbasedapproachalsorequiresreceversto
coordinatewhenjoin andleave a multicastgroup, causing
more overheadsand dependeng on the underlyingmulti-
castrouting protocols.

For the sale of simpleexplanation,in therestof the pa-
per, we generallyreferto congestiorcontrolin the context
of sendethasedandend-to-endccongestiorcontrolfor reli-
ablemulticast.

2.2 Issuesin Multicast CongestionControl

The primary goal of congestiorcontrolis to let the ap-
plicationsusethe network resourcegfficiently by beingre-
sponsve and adaptve to the network congestionoccurred
alongthe applications datapath. Two fundamentaissues
arisewhen applyingthis principle to multicastcongestion
control: scalabilityandfairness

Scalability

The scalability issueis essentiato all multicastbased
protocols.A multicastcongestiorcontrol protocolnot only
needdgo scaleto alarge numberof recevershut alsoneeds

to scalein a more heterogeneousrvironmentwith differ-
entlink capacitiesanddelays.Two resultingproblemsneed
thus be addressed:feedbackimplosion and rate drop-to-
zero.

The implosion problemhasbeenwell explainedin the
literatureon multicasterror control, and variousfeedback
suppressionmechanism#iave beenintroduced[6, 19, 18,
25]. However, all thesemechanismsomewith the cost
of introducingextra delayin feedback.Feedbacldelaydi-
rectly contributesto the responsienessf congestiorcon-
trol schemesthe longerthe delaythe lessthe responsie-
ness.Thisirresponsienes®f amulticastflow is especially
dangerouso thenetwork, asit potentiallycreatedluctuated
link conditionsalongthewholemulticasttreeandmaydrive
the network into instability. Additionally, in contrastto er-
ror control in which feedbackis only triggeredby paclet
lossesdiscoveredat recevers; in congestioncontrol, the
sourceneedsconstantfeedbackfrom the receversto dis-
covernotonly congestiorbut re-availability of resourcess
well. Thesecontinuousgeedbaclkshouldbewell managedo
avoid implosionandto achieve scalability yet they should
alsobe deliveredin atimely mannerfor senderto reactto
network congestion.

The drop-to-zeroproblemis also known as loss mul-
tiplicity problem[1]. The problemariseswhenrecevers
usepacletlossesascongestiorsignalsandthe sourceuses
thesesignalsto regulateits transmissiomatewithout proper
aggregation. When paclets are lost on multiple pathsin-
dependentlyrecevers downstreamof thesepathswill all
sendcongestiorsignalsto the sourceresultingin multiple
ratedropsat the source.In the currentlP multicastmodel,
the datasourcedoesnot know the recever topology hence
cannotaggreatethe congestiorsignalsover receverloca-
tions. Generally whentherearemultiple bottleneckpaths,
the sourcehasto adaptto the sumof the congestiorsignals
generatean thesepathsandits ratewill be quickly throt-
tled asthenumberof congestegbathsincreases.

Responsvenessand Fairness

In today’s Internet, TCPis thedominanttransportproto-
col andits successargely attributesto its congestiorcon-
trol anderrorcontrolmechanism§l1]. Consequentlyit is
importantto designa multicastcongestiorcontrol scheme
which coexists and sharesthe bandwidthfairly with TCP.
In reliable bulk datatransfer the fairnessis definedasto
achieve TCP-compatiblethroughputon theworstsendetto-
recever path. The responsie time of TCP's window based
congestiorcontrolmechanisnis typically oneRTT (fastre-
transmissionpr oneretransmissiortime-out. As we have
pointedout earlier, the delayin the feedbackmakesa mul-
ticastcongestiorcontrol schemehardto respondasfastas
TCP, andtherefore fairnesscannotalwaysbeachievedin a
very shortperiod(at mostoneRTT). Furthermorethe TCP



congestiorcontrol schemas tightly coupledwith its error
control scheme. A TCP recever usesthe left edgeof the
window (the highestsequenceaumberof continuouslyre-
ceiveddata)to ACK to the sourceinsteadof the right edge
(the highestreceived datasequenceaumber),and at a re-
transmissionime-outevent, it reduceghe congestiorwin-
dow sizeto onesggmentsize. In the caseof multicast,how-
ever, the senderis not necessarilyinformed of all paclet
lossesand paclets can be retransmittedocally. Hence,a
couplingof error control and congestioncontrol will only
addadditionalcomplexity andunscalabilityto the protocol.
It is possiblethatlocal retransmissionsay well endanger
thealreadycongesteghathby injectingmorepacletsintoiit,

andcaremustbetakento limit theselocal retransmissions.

However, it is still an openissueashow local retransmis-
sionsshouldbelimited. Thedecouplingof theerrorcontrol
andcongestiorncontrol implies thatin time of severe con-
gestionwhenthepacletlossratiois very high, thedifferent
degreeof responsienesgaken by multicastand TCP con-
gestioncontrolwill resultin somedegreeof unfairness.

It wasalsopointedoutin thelastRMRG(ReliableMulti-
castResearclGroup)meeting22], thatwe mayjusthaveto
livewith theslow responsienes®f multicastflow andonly
try to achieve fairnesswith TCPin alongrun. Yet, it is not
clearhow the network and otherflows will sustainduring
this periodof overloadandhow long the periodshouldbe.

3. DesignAssumptionsand Solutions

We first outline our main assumptionf the network
modelthatour protocolis designedo operateon andthen
ourkey ideasthatsolve theproblemsdescribedn the previ-
oussection.For simplicity reasonswe describeourscheme
in anone-to-mamy scenario.A mary-to-mary casecanbe
generalizedby running a separatenstanceof protocolfor
eachdatasource.

3.1 Network and Application Model

We assumeén our modelthatthereareafew bottlenecks
within amulticastgroupandthey persistor aperiodof time
long enoughfor the datasourceto adaptto. Thesebottle-
necksarelinks with offeredload neartheir capacity creat-
ing afew congestegbathsto downstreanreceverswithin a
multicastgroup. The natureof the network traffic is unpre-
dictableanddynamic,suggestinghatthesebottlenecksan
changdrom oneto anothermndthedegreeof congestioron
eachpathcanvary over time. However, studiesin [8, 16]
shaw thatthereare typically a few "hot spots”in the net-
work that are significantly more congestedhanthe others
andthesefew bottlenecksusually remainfor a noticeable
time.

We also assumethat the application specifiesits rate
adaptatiomangeandtakescareof dynamicgroupmember
ship. For example,if a pathis so severely congestedhat
the applicationcannottoleratethe low adapteddatarate,
membergdownstreamof the pathmay needto be dropped
out. But this shouldbe decidedand performedby the ap-
plication itself, while the congestioncontrol protocol will
simply adaptto aslow rate, possiblyzero,asthe recever
feedbackndicates.

3.2 Solution Outline

We proposearate-basedndsendetbasednulticastcon-
gestioncontrolprotocolthatreliesonly on end-to-endeed-
back.In ourdesignwe usea combinatiorof distributedre-
ceiver feedbacksuppressiomnd sendeffeedbackaggrea-
tion schemeo handlesharedandindependentongestion,
andidentify theworstrecever path;we adoptthe addictive
increaseand multiplicative decreaseaate adaptationalgo-
rithm (AIMD) to achiere TCP-fairnesson the worst path.
Themainideasareoutlinedbelow:

e Agent architecture: An agentis definedasa recever
downstreamof the mostcongestedlatapath. Thereis
a singleagentamongall receversat ary time instance.
An agentsendgpositive or negative feedback(PF/NFo
thesourceindicatingthe congestiorconditionof its rep-
resentegbath. Suchanagentis dynamicallyselectedand
it helpsthe sourceto adaptto the worstpathin atimely
manner

e Agent selection: The basic criterion of selectingan
agents thatit mustbelocatedn themostcongestedub-
tree. Amongthose theclosestreceverto thebottleneck
is ideallythebestagentsinceit senseshepathcondition
fasterthantherestof recevers,hencesendingfeedback
more quickly. However, the selectionmechanisnmust
not causeary implosionproblem. In our schemegach
receverindependentlylecidesvhento becomenagent
basedon their estimationof its pathconditionandsends
a congestionnotificationCN) to the source.A suppres-
sion mechanismis then appliedto avoid implosion of
CNswithin a subtreeand an aggrejationmethodat the
sourceto singleout the worstrecever from multiple in-
dependenE€Ns.

e Feedbackmetric: Eachreceier estimatests capacity
asanindicationof the degreeof congestioron its own
pathanddecidedocally whento senda CN. This capac-
ity estimationis a function of both measuredossrate
over a recentperiod and measuredound-triptime. It
avoidslargely thedrop-to-zergroblemandavoidsfalse
alarmssuchaspaclet errorsor randomlossesby aver-
aginglossesovertime, thusmitigatingtheeffect of each
individual pacletloss.



e Rateadaptation: We usearate-basedIMD adaptation
algorithmontheidentifiedworstpathto achiese conges-
tion controland TCP-fairness This choiceis mainly for
simplicity, sincethe sendercanusea single parameter
the transmissiorrate, acrossall recevvers. On the con-
trary, a window-basedschemehasextra compleity in
maintainingand synchronizingthe congestionwindow
acrossall recevvers. In addition, a rate-basedpproach
is more friendly to the network, whena window-based
schemeyenerateslataburstsperiodically

4. Protocol Details

In this section,we elaborateour solutionin detailsand
also discusssomeunsohed issuesup front. Our conges-
tion control mechanisnbuilds on top of ary existing error
control protocol. Insteadof devising a parallelsuppression
mechanisnto the onealreadyexisting in errorcontrol, we
re-usdt for thesuppressionf congestiomotifications.Al-
thoughtherearedifferencesn theimplosionandexposure
controlfor theseerror control protocols,theimpacton our
schemeis very small so we do not discussthemin great
details.

4.1 Identifying bottleneck under shared and inde-
pendentcongestion

Most of the issueswe discussedso far stemfrom the
factthat neitherthe sourcenor ary of the receversis able
to distinguishsharedcongestiorfrom independentonges-
tion. The occurrenceof sharedcongestiorresultsin feed-
backimplosionasreceversdo not know whetherthey are
within the samesubtree. On the other hand,independent
congestiorcontributeslargely to the drop-to-zergproblem,
sincethe sourcecannoteffectively aggreyateall the con-
gestionnotifications.Figurel shavs thethreecatayoriesof
congestionindependentsharecanda combinatiorof both.
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Figure 1. Independentand Shared Congestion

Independentcongestion: For independentongestionye
useatwo-stepsuppressionfirstly eachreceversendsa CN
if andonly if it hasworsecapacitythenthe currentagent,
for example,if A is an agent,and B's measuredtapacity

approximatego A's thenB will not senda CN. This first
stepsignificantlyreduceshe numberof congestiomotifi-
cationfrom the numberof congestedubtreego the num-
ber of heaiily congestedubtreessecondlythe senderse-
lectstheworstamongall receverswhosendaCN, asanew
agent.For example,if both A andB simultaneoushdetect
severe congestionand both sendCN, thenthe senderwill
only chooseoneof them,theworseone.

Sharedcongestion:Sharedcongestiorhappensvhenthere
are multiple receiers downstreama common congested
link. Generally every recever in this congesteubtreeis
eligibleto sendfeedbacko thesourcebuttheidealrecever
to feedthe sourceshouldbe the one closestto the bottle-
neck,sinceit is the onethatfirst detectghe pacletlossand
is ableto sendthe sourcethe quickestfeedbackon the con-
dition of the bottlenecKink, thusminimizing delay In Fig-
urel, assumingall links have the samedelay, thenrecever
C shouldbeidealto sendfeedback However, the estimated
capacityat eachreceveris a functionof bothRTT andloss
rate, so recever A, B will thenhave worse capacityeven
thoughthey are not the optimal agents. The problemcan
besolvedif recever C’s congestiomoatificationcanalways
suppres®\'sandB’s. Thisis possiblein a hierarchicakup-
pressiormethodsuchasRMTP [19], LMS [18] etc.,where
the designatedecever candistinguishif CNsfrom down-
streamarethe sameasits own by looking at the sequence
number For schemedike SRM [6], whererandomnesss
usedin a flat topology thenwe have to dependon the ac-
curag/ of SRM's timer estimationamongA, B andC such
that C’s notificationtimer alwaysfires beforehandandwill
reachA andB in time to suppressheir notifications.There-
fore, thereis fuzzinesdn selectinghe bestagent however,
it doesnot affectthe correctnessf determiningthe bottle-
necklink.

Combination of independentand shared congestion: In
time of recevversexperiencingoothindependenandshared
congestionpur schemestill corvergesto the recever with
theworstcapacity As shavn in Figure1(c), initially when
no agentis selectedall threereceversareeligible for send-
ing CNs. Initially thesendemayselectC astheagentsince
C’s CNsreachfirst. Someof A’'s and B’'s CNs are sup-
pressedy C’'s CNs dueto sharedcongestionput sinceA
and B are experiencinghigherlossrate, they are generat-
ing moreCNswhenC doesnt andin turn becomethe new
agent.WheneitherA or B becomesgent,C will stopsend-
ing CNssinceit discoversitself nolongertheworstrecever.

4.2 FeedbackMechanism

In the currentinternet,congestioris usuallydetectedy
pacletloss.A naive approactof reportingcongestioomight
be sendinga negative acknavledgmento thesourceon de-
tectinga paclet loss. However, this schemedoesnot scale



for two reasons: (1) for congestioncontrol, we not only
needto know whenthe congestiorhappensbut alsowhen
the resourcedecomeavailable again,so the sources rate
canrampup againto efficiently usetheresourceslf asim-
ple NAK-basedschemeis adopted the sourcemustsuffer
delayin detectingheresourcae-availability, typically by a
longtime-outof lack-of-NAK, andcannotusetheresources
efficiently; (2) aNAK-basedcongestiorsignalsuffersfrom
the drop-to-zergproblem,sincein a large multicastgroup,
every single paclket may have a high probability of getting
lost on at leastone of the paths. A sourcedoesnot have
enoughinformationfrom the NAKs to aggreyatethem,re-
sultingin unnecessarpandwidththrottling. Therefore the
sourceneedsa richer set of information. In addition, for
scalabilityreasonsthis information mustbe calculatedby
eachreceverlocally.

There are two parametergo decidea worst recever:
roundtrip time andlossrate. It is obvious that the paclet
loss rate directly measureghe link conditiontowardsthe
recever, however, it is lessobviousthatthe roundtrip time
alsoaffectsthechoiceof theworstrecever. Thisis because
in closedloop control, the feedbackime controlshow fast
theratecanbeadjustedlf theadjustmentangeis thesame,
the fasterthe rate oscillates,the higherthe throughput. In
addition, TCP alsoprovidesfairnesgproportionalto round-
trip time. If a close-byrecever is experiencinghigh loss
rate,while a recever further away is experiencingmoder
atelossrate, adaptingto the close-byrecever may result
higherdataratethanwhatTCPwould achieze onthelonger
path, hencecausingunfairness. We calculatethe capacity
ashelow:

Capacity = 1/(RTT = sqrt(lossrate))

The time periodof calculatingthis capacitydirectly af-
fectsthe responsienessf the congestiorcontrol scheme.
If thetime is too long, the estimatedcongestiordegreeis
smoothedoo muchandthe flow will beunresponsie. On
theotherhand,if thetimeis too short,thereceverdoesnot
have sufficientinformationto obtainanaccurateestimation
while filtering out the noise, causingthe flow to be over
responsie. A pureNAK-basedapproacttanbe viewedas
suchan example: it usesone paclet time to reportthe ca-
pacity of zeroor oneandcannotffilter out ary noisecaused
by lossvariance.

Notethatour capacityequatiorbearsassemblance the
steady-statd CP throughputequation[13]. This is no co-
incidence.Indeed,we try to closelymodelthe equivalance
of TCPthroughputandhencethe choiceof squareroot of
lossrateasaparameter

4.3 TCP-lik e Rate Adaptation Algorithm

Oncean agentis selectedjt sendspositive or negative
feedbacko thesourcesevery RTT. ThesourceusesAIMD to
adaptits transmissiorrate: therateis increasedne paclet
every RTT, wheretheRTT is reportedby theagent;andthe
rateis decreasetb half uponreceving anegativefeedback.
The agents PF/NFincludesits currentestimatedcapacity
measuredoundtrip time andthe sequenceaumberof the
lastmissingpaclets. The sourceonly adapts¢o PF/NFwith
thesequencaumberhigherthanthatof thefirst datapaclet
sentafterlastrateadjustment.This delayin actionensures
that the sourceonly adaptsto newly experiencedconges-
tion. In addition,it increasests rateonly if a PFindicates
an increasingcapacity In otherwords, if thereis queue
building up in the network resultingin anincreasingRTT
and decreasingapacity the sourceanticipatest anddoes
notincreasats rate.

Therefore,during the lifetime of the bottlenecklink, if
additionaltraffic is createdthe sourcewill detectthe de-
creasedink capacityreportedby theagentsinceit is expe-
riencingeitherhigherqueuingdelayor higherlossrate.On
theotherhand,if someflow is terminatecbnthebottleneck
link, the sourcewill detecttheincreasedink capacityfrom
theagent.

The agents reportis aggrgyatedover oneRTT, thatis if
therearemultiplelosseveroneRTT, it only sendsoneNF.
An NF hasprecedenceveraPF, sothesourcerecevesone
PFor NF every RTT. Thus, the responsdime to a paclet
losseventis one RTT which is similar to the time needed
in TCP’s fastretransmissioralgorithm. For small bursty
losseswithin one RTT, TCP only halvesits window size
onceaccordingto the fastrecovery algorithm,while in our
schemethe rateis reducedoncesinceonly onelossevent
will bereported.However, alarge burstof lossegypically
caused CP'sretransmissiotimerto expire andreduceghe
congestionwindow size to one sgment. In our scheme,
large burstsmay causemultiple ratedropsbut may not re-
sultin asconserative arateasTCP’s.

4.4 Openlssues

Therearestill several openissuesthatwe are awareof,
but areleft alonein our design,which include: the choice
of initial datarateandRTT, the measurememf RTT and
the control of local retransmissiomates. Theseissuesare
very importantin actual protocolimplementationand de-
ployment. Dueto spacdimitation, a moredetaileddiscus-
sioncanbefoundin [24].



5. Simulation Study

We have implementedour multicastcongestioncontrol
schemeon top of the ScalableReliableMulticast protocol
(SRM) in Ns2. We adoptthe randomtimer basedsuppres-
sion methodof SRM to sendCNs and keepall other as-
pectsof SRM including error recovery, sessionmessages
unchanged.

The main metric we are interestedin is the through-
putdeliveredto eachrecever, with varyingmulticastgroup
sizesandcompetingtraffic. We comparewith TCP perfor
manceto studythefairnessssues.Theothermetricwe are
interestedn is the impactof traffic and network dynamics
ontheprotocol.

5.1 Multiple Competing SRM/CC Flows

In this experiment,we constructa simple scenarioto
understandhe basic behaior of our congestioncontrol
schemeWe initiate 20 SRM/CCflows atrandomtime for O
to 1 secondgsharinga singlebottleneckink of 10Mb/sand
using1KB paclets.We vary theroundtrip time from 60ms
to 600msandthe simulationrunsfor 100secondsFigure2
shaws a scatteredhroughputplot of eachflow with drop-
tail gueueon left andRED onright.
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Figure 2. FairnessamongMultiple SRM/CC Flows

Theidealfair bandwidthsharingfor eachflow is 64KB/s.
Figure2 shows thatwhentheround-triptime is low, band-
width is more equallysharedamongall flows. With anin-
creasingRTT, the dispersionof throughputalsoincreases.
Themaximumthroughputatiois afactorof 2.5whenRTT
equalsto 600 ms. Thisratio is true for both drop-tail and
RED, with RED having a slightly wider dispersion. The

increaseof RTT attributesto feedbackdelay andflow re-
sponsetime, resultingin higherlossrate. Meanwhile,the
variancesof SRM suppressiortimers also increasesince
thesetimersscaleon recevver RTTs. We believe thesevari-
anceare the major causeof throughputdeviations. The
highestloss rate amongall flows during the entire simu-
lation is around3% (not shawvn) which is quite goodgiven
theadditionaldelayin feedback.

5.2 TCP Fairness

In this experiment,we studythe TCP-fairnessaspecitn
a single bottlenecknetwork model. We use TCP-Renoas
the base-lineTCR All traffic sourcesareat the left sideof
thebottlenecKink, andreceverson theright. We keepthe
bandwidthof the bottlenecklink to be proportionalto the
numberof flows sharingthe link sothatin theideal case,
eachflow shouldalwaysgetthesameamountof throughput
regardlesof othervaryingparameters.

Due to the excessve memory consumptionof NS, we
werenot ableto constructlarge multicastgroupswhile si-
multaneouslyrunningmary SRM flows. Instead,we keep
eachgroup size small with two receiversonly but varying
thenumberof competinglows from 10to 80. Half of these
flows are TCP andthe other half SRM/CC.All flows are
startedrandomlyduringthefirst 5 secondsaindthe simula-
tion runsfor 120seconds.
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Figure 3. FairnessagainstTCP

The simulation has beenperformedfor both drop-tail
andRED queuesdueto spacdimitation, we only show the
averagethroughputratio betweenSRM/CC and TCP with
RED queuesn Figure3. Theresultsfor droptail queueis
very similarin nature.We obsene thatthethroughputatio
lies betweerD.5and2.5. This ratio is compatiblewith that
of the previous experiment,meaningthat SRM/CCis able
totreatTCPfairly. We alsoobsenethatwhenRTT is small,
SRM/CCis moreaggressie while TCPtendsto gethigher
throughputwith larger RTTs. WhenRTT is small, TCP’s



congestiorwindow is smallbecausef thelow bandwidth-
delayproduct thereforemultiple lossedn asinglewindow

createmoretime-outsat the sourceresultingslow startand
low throughput.On the otherhand,oncethe TCP conges-
tion window opensup high, the fastretransmissiorhelps
TCPrecoveringlostpacletsin aboutl RTT, sothemultiple-

lossimpacton TCPis very little. In this casethe TCP be-

comesgnoreaggressiethanSRM/CC.Thisis typically why

the majority of the pointsin figure 3 passingthe 100ms
RTT mark, arelessthanl. For RED gatavays,the mini-

mumthresholds keptat5 paclets,the maximumthreshold
at 20 pacletsandthe queueweightat 0.003. RED is able
to achiese betterfairnesshandrop-tailsqueues.The early
warningof theincipientcongestiorandthe smalleraverag-
ing queuingdelayreducethe bursty lossfor TCR, andre-

ducethemeasuredRTT variancefor SRM/CC.This results
in morestablebehavior andbringscloserthethroughputof

thetwo typesof flows.

We concludefrom this test that SRM/CC is able to
achiese goodfairnesswith TCP andscaleswell with large
numberof flows. However, TCP operatesn two phases
during congestionslow startandfastretransmissionThis
non-uniformityis not necessarilya desiredfeaturefor con-
gestioncontrol, but it certainly makes it hard for other
typeof congestiorcontrolto achieze completefairnesswith
TCR

5.3 Impact of Network Dynamics

In this experiment,we examinethe impact of network
andtraffic dynamicson sources rate adaptation.Figure 4
shaws thetopologyusedin this experiment.We usesCBR
sourcego createdynamictraffic on the intermediatdinks.
The size of SRM/CC multicastgroupis 20 with eachre-
ceiver link delay uniformly distributed between5ms and
100ms. The traffic dynamismare as follows: att = 0,
SRM/CCsourcestarttransmissionatt = 20, CBR flow 1
transmitsat 20KB/s;t=40,CBR flow 2 transmitsat40KB/s;
t=60, CBR flow 3 transmitsat 30KB/s; t=80, CBR flow
2 stops. We add zero-meamoisesof uniform distribution
over[-0.5,0.5]to theinter-paclettransmissiorime of CBR
flows. We testsbothdrop-tailandRED queueat the bottle-
necks. Thelink bandwidthsettingsare shavn in Figure4.
All otherparameterarethesameasbefore.Thesimulation
runsfor 100seconds.

Figure5 shavs the sourcerateadaptatiorover time, the
dottedline shavs the availablebandwidth We obsene that
therateoscillationof SRM/CCfollows the availableband-
width closelyregardlesgshe RTT differenceamongdown-
streanrecevers.ThisclearlyshavsthatSRM/CCis ableto
detectthe switch of congestiorpathandreactto it rapidly.
The early warning from the RED routersseemto create
moreoscillation. At time t=80 secondsywhenCBR flow 2
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Figure 5. Responsdime of SRM/CC

stops,bothgraphsshow a spike. Thisis becausé¢hatat this
instancethe agentis temporarilydownstreamof a "good”
pathandthe sourceis getting the feedbackfrom the mis-
informedagent.This mistalenperiodlastsaboutl seconds,
or about20RTT.

At the top of eachfigure, we alsolisted the switchesof
agentat the senderside. Commonlyin both drop-tail and
RED, SRM/CCis ableto pinpointanagentbehindthe bot-
tleneckquickly whentraffic changes.Thereare someos-
cillations betweenagentsduring the first 20 secondsvhen
all threelinks are experiencingsamedegreeof congestion.
This leadsto our next experimenton whether SRM/CC
have excessve agentoscillationswhenall links are suffer-
ing from similar degreeof congestion.

When senderswitchesagent, it dropsits transmission
rateto half. Hence,agentoscillationsmay leadto extreme



low throughput.Theseoscillationsaredueto thelargevari-

anceof lossrateson eachindividual pathwhich causese-

ceiversunableto measureaccuratelytheir lossrate over a

shortperiodtime. In [20], Paxsonsuggestethatlossbursts
exhibit a “heavy-tailed” distribution, indicating immense
variability over both smallandlargetime scale. If this ob-

senationis true,thenary end-hosbasedneasuremertan-

notbeaccuratainlessusingaprolongedperiodwhichis not

suitablefor congestiorcontrol. We arecurrentlyundervay

to researctother mechanismshat may help in producing
moreprecisemeasurement.

6. Related Work

Thereareseveralsendetbasednulticastcongestiorcon-
trol schemepresentedh [4, 7,9, 27, 21]. In [4], Deluciaand
Obraczkepresented similarmodelto identify independent
bottlenecksandletting representatiesin eachof thesesub-
treesto sendfeedback Althoughthe basicmodelis similar
to ours,themethodof identifyingthebottleneckssuppres-
sion of congestionsignalsand the rate adaptatiormecha-
nism are completelydifferentfrom ours. In [4], feedback
is in the form of ACKs andNAKSs, andis multicastto the
entiregroupfor the sale of suppressiomf sharedconges-
tion signals. The ACK/NAKSs that escapehe subtreeand
reachthe sourcearelikely from independensubtreesand
areselectedby the sourceasrepresentaties. Oncetherep-
resentatiesareselectedthesourceadoptsa TCP-\egas[2]
like rateadaptatioralgorithm. We arguethatthis schemds
vulnerableo independenpacletiossesin alargenetwork,
it is highly possiblethat eachsubtreewill suffer somede-
greeof independenpacletlosseslf thereareonly alimited
numberof representaties,they cannotcover every subtree.
Thus,ary uncoveredreceiver may sendNAKs upondetec-
tion of pacletloss,causingsenders ratebethrottled. Fur-
thermore the suppressionmethodthey useis alsonot ef-
ficient. In orderto let representaties’ feedbackiraversing
the group and suppresothers,the feedbacktimer at each
recever is setbasedon the longestRTT of the groupin-
steadof eachreceier’s own RTT. Evenso, sinceall feed-
backis multicast,thereis atleastonefeedbackecevedby
everybodyin the groupfor every packet. This high volume
of feedbackraffic is undesirablen a geographicallylarge
multicastgroup.

Mark Handley, et al presenteda different approach
for TCP-friendly reliable multicast congestioncontrol in
RMRG [9, 27]. They proposeto usethe TCP throughput
approximatiorequation17] ateachreceverto estimatats
currentreceptionrateandfeedthis informationbackto the
source.Thesourcehensimply choosesheslowestrateand
adjustsits transmissiorrate. Sincethe throughputapprox-
imationis basedon steadystateanalysis,andthe recevers
have to calculatetheir lossfractionsover arelative long pe-

riod (tensof RTT) in orderto achieve anaccurataateesti-
mation. The ideabehind[9] is to relax the responsieness
ascomparedo TCP and only achieve TCP-fairnessover
a long term average. The robustnessandreliability of the
throughputequationin a real network is still underinves-
tigation. However, given the different prototypesof TCP
implementationgndthe heterogeneitpf network erviron-
ment, a single form of equationwill be hardto modelall
thesesituationsaccurately This putsthe scalabilityandre-
liability of arny protocolsbasedon suchequationin doubt.
Additionally, theimpactof low responsienes®n TCP per
formancealso needsfurther study andinvestigation. One
possibility is that since TCP respondg€o congestiormuch
faster it may be staned of bandwidth,while the scheme
in [9] may not detectary seriouscongestionat all. The
samemistalen perceptioncanhappenn rediscavery of the
bandwidthavailability aswell. The trade-of betweenre-
sponsvenessand accurag thereforeneedsto be carefully
examined.

Both of the above works usea rate-basecdaptatioral-
gorithm,while in [7], Golestaninvestigatedhefairnesge-
lationshipbetweenwindow-basedandrate-basedgchemes.
They proposeda hierarchicalapproachof window-based
congestiorncontrol. Theideais to keepa distinct window
for every recever so asto carry a sustainablghroughput
adaptedo the slowestrecever. This hierarchicalapproach
canalsobe usedseparatelyor feedbackconsolidationand
RTT estimation.However, asthe writing of this paper we
arenot awareof ary formal evaluationor simulationof the
proposedschemen [7].

7.Conclusionsand Furtur e Work

In this paper we have presentedh multicastcongestion
control schemebasedon dynamicallyidentifying the con-
gestedsubtreesn the network and adjustingdatarate ac-
cordingto feedbackfrom thesesubtrees.Suppressiorand
aggrejation of feedbackon both recever and senderside
avoids the implosion problem,still the agentbasedmodel
ensureshatfeedbacks propagatedio thesendein atimely
manner The simulationshowns promisingresultsin scala-
bility andin achieving TCP-fairness.

Although we have focusedour study in an end-to-end
basedapproachthe samemodel canbe extendedto other
multicastcongestiorcontrol framewnork aswell. For exam-
ple, if theroutersareto keepstatesor a multicastsession,
thentherouterthatis mostly congestedanactasanagent
sendingfeedbacko theendnodes possiblyusingthe ECN
bit [5]. In thiscasethecapacityis notnecessarilypestrictly
proportionalto thesquareroot of lossrateandRTT, but can
becalculatedn accordancevith the queuemanagemerl-
gorithmsor with additionalpolicies. In our schemewe
have adoptedhe AIMD algorithmfor it is provento besafe



to the network. Additionally, for fairnessreasonsywe have
chosertheincreaseanddecreaséactorof the AIMD algo-
rithm to besameasthatof TCP. However, we foundthatthe
two phase®f TCP’s congestiorcontrol makesit very hard
for any othertype of congestioncontrol to be completely
fair with it. Thecongestioravoidanceof TCPduringwhich
the TCP congestionrwindow reducesto one segmentsize
is very conserative and usually resultsin very poor per
formance. On the otherhand,the reducingto half seman-
tic resultsin wide oscillationsin transmissiorrate. These
featuresof TCP aredevelopedduringits historicaldesign,
whetherary new protocolshouldconformto thesedesign
simply for the sale of pure fairnessis an openquestion.
Thereis onepossibilityof deploying multicastasa separate
flow classin the differentiatedservicearchitecture.Then,
theflow adaptve rangeis limited to be smallerandthe in-
creaseanddecreasdactorcanthenbe changedo smaller
valuesin orderto achievze smootheiandhealthierateadap-
tationandbetterlink utilization.
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