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Abstact—

Middl ewaresupporting seaire applicationsin a distri buted environment
facesseveral challenges. Scdable searrity in the context of multicasting or
broadcasting is espedally hard when privacy and authenticity is to be as-
sured to highly dynamic groups where the application allows participants
to join and leave at any time.

Unicastsecuiity iswell-known and haswidely advancedinto production
state But proposalsfor multicast security solutions that have been pub-
lished so far are complex, often require trust in network componentsor
are inefficient. In this paper, we propose a framework of new approaces
for achieving scahble searity in IP multicasting. Our solutions assure that
that newly joining members are not able to understand past group tr affic,
and that leaving members may not follow futur e communication.

For versatility, our framework supports a range of closdy related
schames for key management, ranging from tightly centralized to fully
digtributed and even allows switching between these scheanes on-the-fly
with low overhead. Operations have low complexity (O(log N) for joins
or leaves), thus granting scdability even for very large groups. We also
presenta novel conaurr ency-enabling scheme which was devisel for fully
distrib uted key management.

In this paper we discuss the requirements for secure multicasting,
presentour flexible system, and ewvaluate its properties, basedon the ex-
isting prototype implementation.

Keywards— Seare multi casting middleware, Tree-based key distri bu-
tion, Multi cast key distribution schemes, Distributed key management,
Concurr ent key digtribution.

|. INTRODUCTION

ITH the increasng ubiquity of the Intemetand the grow-

ing popularity of IP multicaging, multi-paty commu-
nication is fastbewming a requirement for distributed apgi-
catiors, asis demastratel with the popularity of the exper
imertal Mbone multicast senice ard the apgications it sup-
ports. Today, the mast important classof apgications taking
adwartageof multicasttrarsport servicesare collaborative mul-
timeda applications ard confererting senices[1]. This usag
will grow and include new applications sud as fault-tolerart,
distributed datatase systems [2] or massively-parallel super
computersmadeof workstatiors [3].

Besides the basic needto exchange information among the
menbers of a group, the requrementsof specific applications
differ greatly Resultinggroups come in very differen sizes:
small (in the case of a simple multi-party deskt@ confererce),
medum (e.g, distance-edicationscenaio), or very large groups
(eg., broactasting of a maja sports evert). In mary applica-
tions, group menbers mayalso dedde to join or leave thegroup
freqiently andat ary time. Best-efort IP multicastsenice was
specifically designed to addressthese requiremerts, and does
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thisvery well.

But it is missing additional features that have to be provided
by other mears. Quality of Sevice andresouce resenationis-
suesare being covered by numerous schenessud as [4], [5].
Reliable trarsmisson of dataand concurency resoldion are
genemlly consideredto be appli cation-specific,if overheadis to
be minimal [6], [7]. But currently the provision of privacy ard
auherticity for group members,e.g by cryptograghic mears, is
still misdng. Currentsdutions oftenrequire humanintervention
(manuwal keying is common), or restrictthe dynamicsprovided
by multicastingard requred by mary applications.

In this paper, we investicgate how secue multicastingcanbe
provided as a universal sewvice in an applicationtransparent
middleware, while presening the propertiesof scalalility and
flexibility asofferedby the basiclP multicastservice. We main
tain and will denpnstrate that such solutions exist; our tech
nigues, however, are not only applicalde to IP multicast, they
may alsobe usedin other environments,eg. with connection
orientedmulticag senicesasfoundin ATM [8] or evenone-way
broadcastsenices.

Like mary unicastapplications, a large group of multi-pary
multi-media apgications will only be successfuiif privagy and
auherticity of participants can be provided efficiently. Con
sider for exanple, atele-edication senice, which distributesits
programto alarge number of custonersaround the globe. It is
obvious that only those peogde who have subscritedto the ser
vice shauld be able to receve it. If a new custoner subscibes,
sheshauld be ale to receie data immedately, but not to un-
derstandinformation which wasreleasedefore thetime of her
sulscription. Conversely, a customer carceling his sulscription
shaild not be able to processinformation beyond the time of
carcellation

Similarly, considera telecafererce meetirg betwea man
agersof a virtual corporation which neal sone outside expert
opinions during their meetirg, but do not want this expert to
leam about the other topicsthey arediscussing

By conseamlerce, this pape will disciss key managment
scheneswhich guararteethat at eachinstane in time only ac-
tud group memterswill be in possession of the cryptographic
keys neededo patticipate.A naive solution would beto create
anew sessionkey wherever a memter leavesthe group, ard to
secuely distribute the key to eachmenber of the group, one by
one.However, suchasoluion would not scale asit requresthat
the new sessionkey be enaypted individually for eachpattici-
pant.

Even though multicast routing itself implements a kind of
closed user group, the property of closedressis rathe we&:
Multicag routing protocds known to dateare designed to dis-
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tribute multicastdatagamsto a set of links hasting group mem-
bers,i.e.to grant,ard not to preventaccesdo information This
is mast prominentwith routing protocols basedon flooding al-
gorithms, suchas DVMRP [9], and generally with approaces
using reverse path broadcastingmulticasting [10], which dis-
tribute multicastdatagans quite geneously to a setof poten-
tial redpientswhich is much largerthanthe actua set of group
menbers. Cryptographic mectanismsto restrict the realflow of
information will therefore be of primary importanceif tightly
cortrolled closedusergroups areto be created.

We argue that a soluion for secue multicasting must offer
thefollowing properties:

« Groupwide privacy ard auherticity, including the unalili ty
of newcomersto readpasttraffic.

« Efficient distribution of keying materal in large groups with
freqent membeaship changes (minimize traffic and computa-
tion effort for all partiesinvolved).

« Notrustin intermediateor third party componerts.

« Avoid multicag implosion.

« No redriction of the senicesofferedby the underlying muiti -
castinfrastricture (e g. avoid unicastsandrelaying).

« Minimize knowledge needatd by participaing entities.

« Minimize attackvulnerabilities.

Additionally, the systemshould addressthe following issues

« Provide Perfect Forward Secreg [11].

o Cope with systemand nework failures (failure recovery
andor resilierce).

« Work with (mostly) oneway traffic, such as satellitebroad-
casts

« Allow sender auttertication (as opposedto group-wide au-
thertication).

In this paper, we presem threecloselyrelatedschemesfor key
distribution and maragemert, rangng from tightly certralized
to completely distributed. Eachof them already meetsmast of
the requirements above. For the casethat requiremerts change
during thelife-time of agroup (e.g unexpectedgrowth), we also
provide for a setof efficient trarsitions from one schene to an-
other. This yieldsatruly versatile framework tha achievesscd-
ablesecuity in IP multicast,enalting secue multi-party multi-
meda applications in which members of large and highly dy-
namic groupsmay paticipate.

Our approactesallow al group menbers to establisha mu-
tually sharedsecret, which canbe used to provide group-wide
privacy ard messageauhenticity, or arny other property relying
on sharedsecets Thesystemcanoffer peifect forward secrecy
[11], requres only a small amouwnt of calcdations ard storage
from the patticiparts, can be mace highly resilientto compo-
nert andnetwork failures, and avoids the needfor trustinto third
patty componentssuchasrouters.lt is indeperert of the secu-
rity algaithmsused soit canwork togetter well with IP Secu-
rity (IPsec[12]) enayption ard authenticationmechanisms.

Theremander of the paperis organizedasfollows: Sectionll
presentgelatedwork, Section |l introducesthe threekey man-
agemert soluions, and Sectio IV explains the transitions be-
tweenthem. SectionV thenevauatesthe functionality ard per
formance of Versakey. Section VI draws corclusiors and ex-
ploresfurther work.

Il. RELATED WORK

Although a number of cryptographic techniques have been
proposedto secue group communicaion in broaccastor multi-
castscenaiios, vely few of themaretargetedatalargegroup set-
ting with highly dynamic membeship without third party trust,
ard if they do, they arecomplex and inefficient in dealing with
thisissue.

The existing appgroachesor applicationsconcerring multicast
key managmern canbe sepaatedinto two clases.Thoseoffer-
ing dynanic opeatiors are ableto chargegroup keying maerial
onthefly. Staticsdutions, forming the seandclass requre the
establishrentof anew groupto copewith mernbership changes.
Manualkeying, still being the prevalert solution to multicastkey
managemern ase.g usedin the MBone apgications, is consid-
erdl an insufficient key managenentsdution.

A. Staic Key Managemenm Approaches

The staticapproactesdistribute an unchanging group key to
membe's asthey join. They provide no solutions for charging
the key when the group memtershp chargesother thanestab
lishing a new group from scratch

For IP multicag secuity, several key maragemert schemes
are proposed eg. the Group Key Managment Protoool
(GKMP) [13], [14], the Simpe Key-Managemert for Interret
Praocds (SKIP) [15], the Intemet Key Excharge (IKE) [16],
making useof the Intemet Secuity Assodation andKey Man-
agemen Praocd (ISAKMP) [17] ard the the Oakley Key De-
termination Protacol [18], and the Scalaltle MulticastKey Dis-
tribution Scheme (SMKD) [19]. None of them providesa so
lution for key change upon menbership charngesor for Perkect
ForwardSecrey (PFS).Thepropertiesof all presertedsctemes
aresumnmarized in Tadel.

B. DynamicKey ManagementApproaches

In order to prevert the joining menbers from understamling
the pad traffic and the left menbers from listening to future
messages dynamic changes of the sesion key must be possi-
ble without retuilding the whole group. Among the existing dy-
namic approactes, certralized and distributed schenes canbe
distinguished deperding on if they rely on a desigratedcertral
ertity.

A few schenescan be enumeraed as centrdi zed dynamic
approactes, like Key Predistribution [20], FiatNaor Broad
castEncryption, [21], Secue Lock [22], thespaming tree-based
schene [23] and[24]. All of themrequire a desgnated cental-
ized contraller to take care of distributing andor updating key-
ing material. However, they also sharethe inherent drawbacks:
possble setyp implosion, sinde point of failure andrelatively
large datalasefor the keying materal.

To redwethe storagyeatthe user’s endandthemessagéength
broadcastby a certer for dynamically charging privileged sub
setof users,severd schemes were presentedby Fiat and Naar
[21].

Wallner et al. [25] propose a key management schkeme for
multicastcommunicaion which requres ead of the N uses to
storelog(IV) + 1 keys. In orderto renove auserfrom thegroup,
a new group key must be generaed. Unlike in the Fiat-Noar
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TABLE |

PROPERTIES OF DIFFERENT SCHEMES

StaticApproaches CentalizedApproaches Distributed
Progerty (GKMP, SMKD, SKIP, | (Pre-dstribution, SecureLock, | Approaches Versakey
ISAKMP/Oakley) Fiat-Neor, Spanring tree,lolus) | (Cliques)
Group-wide key yes lolus: no; others: yes yes yes
Dynamicjoin andleave no yes yes yes
hardled
Scalability no lolus/Spaning tree:yes; yes yes
others: no
Perfect forwardsececy no no no yes
Centralized enrtity requred yes yes variable varigble
Trust in third pattiesrequired || SMKD: yes;others: no | lolus:yes;others:no no no
Trust in other participans no Spanring tree:yes;others:no yes no?
Memay with eachentity small Predistribution: huge; small smallP
required others: small
High Delayin key no Spanring tree:yes; Initial setup: yes; | no
distribution others: no otherwise:no

“Distributed Flat yes,but untrusted participants can be safdy ignored
bExcept group marage in Centrdized Tree:lamge

broadtastenciyption schemesthe number of transmissionse-
quired to rekey the multicastgroup is small. However, in this
schene every group memker mustassure thathe recevesall the
updatemessageseri by thegroupmanagr. A similar approach
hasbeenproposedin [26].

Secuelock is implemeried basedn the ChineseRemairer
Theorem. Here, the group sessiorkey is seaured in a way that
only the keys of authorized userscanretrieve it. This schene
requiresthe as®ciation of one large number (relatively prime
to all other group memkbers’ numbers)with eachparticipant. In
addtion, the retrieval of the group sesion key is an expensive
operatian. Theseconditions confine this protocol to being used
only within small groups.

The spamingtree[23] needgo beexterdedor pruned, when-
ever the membeship changes,to make sure that only the group
menbers can getthe updatedconfererce key. The delayin dis-
tributing a conference key along the spaming tree makes this
approachnot applicable for frequert changesof membership.

lolus dealswith the scalalilit y issuedn highly dynamic large
groups by demmpasing large groups into subgroups. Thus, a
group menbership change can be hardledin the respectre sub-
group without affectingary othe sutgroups. While improving
scalability theabsence of aglobd group key requiresthe intro-
duction of secure agents, one for each subgroup, to relay mes
sagesandperform "k ey trarslatiori. Inaddtion to requiring full
trust into eachsulgroup agen, extra delays in messag delivery
must be acceped.

Cliques,descrited by Steine et al. [27], is a natual exten-
sion to the Diffie-Hdl man key excharge protool and presents
thecamhility to distribute sessiorkeysin dynamicgroups.The
group controller canbe either fixed with a desigratednode or
trarsferred to the newly joint memker. While this protocol pro-
videsaway to distributeasessn key in highly dynamicgroups,
thesoluion doesnot scalewell to large groups,where the group

manager hasto perform O(n) exponentiatiors for each group
change, and messageget prohibitively large.

As summaized in Tabe 1, maost existing protowls for secue
multicasting are limited to distribute sessiorkeysin static and/or
small groups. For dealing with the group key distribution in a
large group with frequert menbership changes,some good ex-
plorations have beendone in [24], [27]. However, several is-
suesmust be improved: the redwction of computational com-
plexity, decreasef trustin dedicatechodes(e g. netwak com
ponents), and the necessity for group menbers to intergperate
for the geneation of a group-wide secret\We will now present
severalschenesthatdenonstratetheaklity to successfullyhan
dle theseissuedn large andhighly dynamicgroups.

I1l. SECURE MULTICASTING ALGORITHMS

In the solutions preseted here, changesto the group’s ment
bership are paossible with minimal involvemen of dedicatel
nodes and group membes. The approacescope with several
properties inherent to multicast and broadcastervironments:
Thereis an unreliable (and in the case of IP also unordered
trarsmisson chanrel, and the trarsmissiors may be one-way,
with no or only a minimal retun channel, to reflectthe nature
of wide-scde distribution environmerts — likely users of secue
multicasting. Lastbut certainly not least, it is important that as
little trustas possible should be necessantowards third pary
ertities suc asrouters or other intermediae systems. While
thasethird party componerts may be trustedto distribute a ses-
sion directory, certified public key maerial, or accesscontrol
information sigred by a group memeter, they should never be
able to gain access to actual keying materialand decryptedpay-
load.

As seereatier, it isimportantto have asystemwhich— even
with large groups and frequent joins or leaves— neithe is sus-
cefible to implosion nor enalesusers to understam what was
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Fig. 1. Two Possble MulticastScenarios

trarsmitted attimesthey were not pat of thegroup, eitherbefore

they joinedor after they left or wereexpulsed Additionally, any

third party recading ongoing trarsmisson and later captuing

the secetsheld by a participart must not be able to understand
its recadings. This is known as“perfect forwardsecrey” [11].

To completely achieve this, also the unicastcomectilnsneedto

be set up using ephemerad secrets.

This sectian is organzed asfoll ows: First, the gereral archi-
tectue and componerts of the framevork are discissed fol-
lowed by thedetailed descrigiions of thethreekey managemen
appoactes(Tree-lased CentalizedFlat, ard DistributedFlat),
explaining the propertiesthey make availableto large, dynanic
groups. The preseted schenes cover a wide range of applica-
tions ard security needs. From very tight control in the cen-
tralized approachto extremetolerance to systemand network
failuresin theconmpletdy distributedscheme.A selectim of ad-
vancedtopics concludesthe discussion.

A. Componentsand Group Opeations in Multicast Scenai os

Figure 1(a) ill ustrateghe basicarchitectue for a simple sce-
natio considing of a single sendng ertity and any number of
recaving entities.Generally the conponerts are sepaatedinto
two groups: (1) a group of data relatedconponerts, covering
componerts vety similar to thoseof currentinseaure multicast
or broaccastcommunicationarchtecture. It consids of the data
souce, datasink, encryption and decryption units and the data
multicagt group(s). (2) agroup of contral (or key maragemert)
relatedcomponents,which includesall componertsinvolvedin
the key agreanert ard key exchange process. Note thatin the
certralized approactesdescribed below, it is posdble to locate
instarcesof the admissioncontrol componenton different ma-
chines,thus mitigating a patentialimplosion problem

The outline of the multicastdataflow from theserding ertity
to oneof thereceving entitiesis asdepicted in Figure 1(a): The
datasource is fed to the encryption unit to be multicad to the
addresseddata multicast group. The receving entity peiforms
thenecessarylecryption ard hands its resulton to thedatasink.
The contrad related componentsprovide the neessary keys to
theencryption anddecryption units.

An overview of the roles of the different components in
Figure 1(a) during group maragemert operatians are shavn in
Tablell (for the distributed approach explained below, the du-

ties of the group marager are sharedby al paticiparts). Fur-
ther passble operaions concen the group setp: creation de-
strudion, merging, and splitting of groups. They arehighly de-
pendent on the key maragemert schene andwill thereore be
discussedin the comrespmding sedions. Also, the exclusion of
multiple cadluding participants is to be treateddifferertly in
sone of theschenes.

The conponerts have been descibed for a simgde scerario.
However, there often is more thanone serder, and sendersarnd
receivers may not be distinguishalble. Also, ary receving ertity
is free to send data ercrypted or auhenticatedusing the cur-
rent group-wide symmetiic key, and in a group colaboration
ervironmert every menber of the group holds both rolesat the
sametime, resultingin a situgion asshown in Figure 1(b). This
group cdlaboration scerario arisesfrom a trarsformation of
Figure 1(a) wheresending andreceiving entity wereintegrated
yet thegroup manager remainsisolated All of theschemresalso
work in this scenaio, and the later presented distributed key
managemen scteme(cf. Sectionll1-D) is very well suited for
it. If sendersandreaivers aretreatedequdly, they will bere-
ferredto usingthe more gereric tem participart.

In the following two subsectias,we will illustrateadditional
aspets, nanely the propertiesof keying material,andthebasic
operdionsin thegroups.

A.1 Idertifi cationof Keying Material

We distinguish two typesof keys. Firstly, we needa key to
ercrypt, decipt, and possibly authenticatethe datatraffic. For
this purpose,the Traffic Encryption Key (TEK) is given by the
local key maragerto the appropriate unit. Secandly, a number
of Key Enayption Keys (KEKSs) areusedto ercrypt the control
traffic in thekey contral group, ultimately containing the TEK.

To distinguish the keys, eachkey is addessedhrough a key
selector corsisting of (1) auniqueID whichwill staythe same
even if the seaet keying material changes, and (2) a versim
ard revision field, refleding updatesin the keying material (cf.
Figure 2). The version is increasedwhenever new keying ma-
terial is sentout by the group marage on a leave, while the
revisionisincreasedvherever thekey is pas&dthrough a one-
way function, eliminatingtheneedfor sendng updatemessages
onjoins.

Fixed ID Version Revision Secret Material

Key Selector Key Data

Fig. 2. Structureof aKey

A.2 BasicOperatimmsonthe Group

The aboremerioned components and keys will be involved
in differert actities:
Group Creation The Group Manageris configured with group
ard acess control information Additionally, the group param
etess arepublished usinga directory senice.
Single Join The new participant’'s Key Manager send its re-
guestto the Group Manager which checkswhetter this par
ticipant is allowed to join. If yes the Group Managerassgns
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TABLEI
INTERACTIONS OF THE DIFFERENT COMPONENTS DURING THE OPERATIONS

Operations
Component Join Leave
Single | Multiple

Participantkey marager || updatekeying material(4)? updatekeying mateial (3)
Key manager of requed (1) no conprehersibility of the keying material
entity/-iesrequesting updatekeying material(4) update(3)
operatin
Group marager change keying materal, |common hardling | chargekeying material(3)

notification of the of several requests

joining ertity (3) (©)]
Admission control asynmetiic cryptographic opematiors, chargeof acessrightsfor leaving ertity (1)

checkof accessights(2) natifi cation of the group manager(2)°

2Thenumbesin parathese indicate the sequence of steps.

bThis is policy-dependent. In case of a voluntary leave, thekeying material may be kept the same.

a unique ID to him, and selects a series of KEKs which will

be transmittedo the newcomer. The selectionof KEKs will be
discussedsepaatelyfor eachkey maragenentscheme

The Group Manager now increasestherevision of all keys (TEK
and KEKSs) to be trarsmittedto the patticipart by passhg the
keying materal through aone-way function (e g. acryptogrgph-
ically secue hash) then serds the keys out to the new patic-
ipart. It alsoinforms the sencbr(s) to usethe new TEK. The
other participants will natice therevision change visiblein ordi-
nary data packets, and alsopasstheir TEK throughthe one-way
function. Since the function is not reversible, the newcomerhas
no way to deteminethekey usedbeforehand.

Single Leave Thereare threeways to leave a group:

1. Silent Leave: A receierjust stopspatticipatingin the group
without telling anyone. No action is needed.

2. Voluntary Leave: A recéverannouncesthatit’sleaving. De-
perding onthepdlicy, its keying material can be madeunusaltie
through a leave messagasdescrited belav, the leave message
may be delayed urtil ancther leave has to be peiformed, or no
actionis done, allowing the recever to cortinue listenirg, if it
wishesso.

3. Forced Leave: If the Admission Cortrol feels a nead to
forcibly exclude a participant,aleave messag is to besert out.
Also, patticiparts may askthe Admisgon Control to exclude a
menber It is up to the admisdon pdlicy how to dealwith such
requests.

To exclude a menber, dl keys known to it needto be replaced
with ertirely new keying materal. To make all remairning par

ticiparts aware of this change, the key’s version numberis in-

creaed

The Group Manager serds out a messge with new keying ma-
terial which canbe decryptedby &l the remaining paticipans’

Key Managrs,but not themenberwhich just left. Additionally,

it freesthe slat previously utilized by the leaving patticipart,

making it availalde for reuse As soon asall paticiparts throw

away prior keying material,perfectforward secreg for the past
traffic is asared

Multiple Join, Multi ple Leave, Group Merge, Group Split

Thesefunctionshave a number of deperdercieson the chosen
schene and will thus be detailedthere.

Group Destruction The Groyp Managgr notifies all remaining
paticipants of the destuction, closesall network connectians,
destroys all keying materialand freesall memay. As soon as
all patties have thrown away their keying material, perfect for-
wardseaecy covering all traffic againstthird party opponentsis
guaranteed

B. Centrlized Tree-BasedKey Management

In our firstappoach,we proposedand implementeda cential-
ized easymairtainable scremewhich achievestightestcontrol
over the individual participants[28]. It is suitable for applica-
tions with high security demards, and posesvery little load on
the network and the recevers. All keying materal is maraged
certrally by the group marage, whereall joining entitieshave
to register To store the keying mateial, atreeis usedin which
all patticipating entities are reptesentedy its leaves. For sim-
plicity of the explanation assune that a fully balarced binary
treeis used.The examge in Figure 3 depicts suich atreewith a
maximum of 16 group memkers(addesslengh W of 4 bits).

Traffic
Encryption
Key

Level 0

Level 1
Key ;
Encryption

Keys

Level 2

Level 3
Level 4 (=W)
®® (Leaves)

Fig. 3. Binary Hierarchy of Keys.Labels in hexadesimal define the range of
participantsknowing this key.

During asetupphase whichincludesadmisson cortrol, ea
paticipant estalttishesa shaed seaet with the group manager.
This sharedseaetis known only by the group manajerand the
individual participant,ard is usedas the lowestlevel KEK. The
group manager stores it in theleaf node asscciatedwith this par-
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ticipart, and usesit whenever only this individual participart
shaild understaml a messge — suchasfor unicasttraffic dur
ing this patticiparts join opemtion Itsrevision is increasedafter
eachuseto insure perfect forward secrey. Besdesincremert-
ing the revision field, the keying mateial is passedhrough a
one-way function, sothatearlier traffic cannot be recovered by
the newcoma. The nodesin the binary tree held by the group
marager cortain further KEKs, used to achieve efficient com-
munication of new keying materal whenthe membership of the
group changes. Thesenodes do not represent actial systemsor
intermedateentities but hald keysfor ahierarchy of virtual sub-
groupsof differert sizes.

Eachparticipart holdsadifferert subsetof keysfrom thetreg
more specifically all thosekeys that are in the path from the
patticiparts leaf to the root node, which is usedasthe TEK.
Thes intermedate KEK s areusedif a messagehould only be
understood by a part of the group, e.g. amessagenciyptedwith
KEK 47 is understoal by participants4...7. This enalesthe
trarsmission of new keys to only a limited setof participans,
therebydisaling othersto decrypt specific message

Eachercrypted payload ard key change message includesa
refererce to its key’s version and revision number, suc that
key chargesandout-of-orderddivery canbeimplicitly detected
by the patticipans. Versionchargesare always escoted by a
sepaate message from the group marege, where the new key
is provided in a seaure mamer. Revision charges can be re-
solved locally, thus redicing the amaunt of messageandde-
cryptions neede conpared to other indepencently propased
schenes[25], [26].

B.1 CertralizedTreeOperatins

B.1l.a Join Onajoin operation, the participant’'s Key Manager
unicastsits requestto the Group Manger, which checls with

Admission Contral and assigis anID (say4), where the pattic-

ipart’s individud key is stored (usually the unicast sesion key

alrealy enployedfor thejoin request). ThelD is usedsuchthat
thebit-patternof the ID defiresthetraversalof the tree, leadng

to a unique leaf. As an aternaive to the explicit assgnment of
IDs, it is possibleto usethe participant'saddess(IP addressand
port number, or a function therof) of participantsasIDs. The
Group Manager increaseghe revision of all the keys along the
pathfromthe new leafto theroot (Key Enayption Keys 45, 47,

07, andthe Traffic Encryption Key 0F'), puts them through the
one-way function and send the new revision of the keys to the
joining participant, together with their asscciated versionand
revision numbers. At the sametime, all sencrsareinformed of

therevision chargein apreferally reliablemamer, so they start

usingthe new TEK. Therecevers will know abaut this change
when the first datapacketindicatingthe useof the increasede-
visionarives.This credeslesstraffic andcanmake the revision
change morereliade.

B.1.b Leare. To peiform a leave operatin, the Group Man-
age serds out a message with new keying materal which can
only be decryptedby all remainng paticiparts’ Key Manages.
Additionally, it freesthe slot utilized by the leaving patticipan,
making it avail able for reuseat afuture join.

Assume C'is leaving. This meansthatthe keys it knew (Key
EncryptionKeys CD, C'F, 8F, andthe Traffic Encryption Key

0F") needto beviewedascompromisedard have to becharged
in suchaway thatC' canrot acqure the new keys. This is done
efficiently by following the treefrom the leaf node correspad-
ing to theleaving participantto the TEK storedin theroot node,
ard encrypting the new node keys with all appopriate under-
lying node or leaf keys. For our exanple, the treein Figure 3
shaws thatthe new Key Encryption Key CD,,.,, (redacemet
for C' D) needsto bereceived by D, CF,,.,, by paticiparts D,
E ard F, 8F,, by 8...B,D ... F, and the new Traffic En-
cryption Key 0F,,.., by every paticipart excegt C'. Instead of
ercrypting the new keys individudly for ead of the intended
paticipants, we take advantag of the existing hierachy:

o CD,ey is ercryptedfor D, theonly recigentin needof it.

o CF,.y is sen twice,eachcopy ercryptedwith oneof itstwo
childrenkeys,theexisting £ F' andthenew C'D,,..,, SO it can be
decryptedby the intenrdedrecipiens D ... F.

o 8F e IS similarly enciypted for those knowing 8B or
C-Fnew-

o 0F,ey isfinally encrypted for those halding key 07 or key
SElew-

This resultsin the following message being sent out:

ED (C-Dnew)

EEF(CFnew) ECDnew (CElew)
ESB (8Fnew) ECFnew (S-Fnew)
E07(0Fn,ew) E8Fnew (OFnew)

Along the pathto the leaving node’s leaf, all new keys except
the bottom two rows will be ercrypted for their two children
The new key in theleaver' s parentnode will beencyptedonce.
Thisresutsin 2W — 1 keys being sentout, whereW represents
the depthof the hierarchy ard alsothe length of the ID. Thus,
evenfor a huge group with 4 billion participants(WW = 32) ard
128 bit keys, a singe messge of around 1200 bytes multicast
to everyone in the group establishe the new secrés. Pracess-
ing this multicag message will require at most W decryption
operdions from the participants,with anaverag of lessthan 2
decryptions.

B.1.c Multiple Leaves Intuitively, this canbeextendedto mul-
tiple leaves.Thesimgdestand mostobviousis the exclusion of a
sultree,but it canbe gererdizedto ary arbitrary group of nodes.
Using a sinde messge for multiple leavestakes advantageof
pah overdaps,so several keys will only needto be createdand
sentout once per message instead of once perleave operation
This canbeusedto efficiently coalese multiple leave (and join)
operdionsinto asingle message.

Colluding participantscan berelialdly excluded by either se-
guertia exclusiors of them, or by grouping them togetherinto
amultiple leave operatian.

B.1.d MultipleJoirs. Similany, if several joins happenin shat
succasion the revision of the TEK and the KEKs shaed be-
tweenthe newcomers only need to be increasedonce, if new-
comers can be allowedto deciphera smallamaunt of datasent
out before they wereadmitted (usually only a fraction of a sec-
ond). If frequert joins are to be expected,the architectue may

LOneTraffic EncryptionKey with 32 bits eachfor keyid, version,andrevision
ercrypted for two grouyps, W — 1 Key Encryption Keyswith 31 bit versionand
1 bit revision ercrypted for two sub-groyps and one leaf Key Encryption Key,
ercrypted for a single nodce. One bit revision is enoughfor KEKs, since the
highe revisiors are always sent out in seareunicast connedions.
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be changedsuch that the actual serders are respasitle for revi-
sion increase®f theusedTEK. They mayincrease the revision
in regular, short intervals (such as half a secand), thus creating
a limited window for newcomersto read pasttraffic, but at the
sametime remaoving the needfor the Group Manager to reli-
ably keepin contactwith the senctrs.If leaves and joins hagpen
intedleaved they canbaoth be groupedindividually.

B.1.e Group Merge. To meige two indepencert groups, ther
two treescan be joined by adding a new root node, which be-
comesthenen TEK for the joint group. The former TEKs be-
come the KEKSs for the secod level. The new TEK is thensent
out enciypted twice, once for eat of the previous TEKSs, to-
gether with the information that the tree hasgrown a level, re-
sultingin a unified group. Onehasto keep in mind thatthe TEK
is treatedexactly like the KEKs whenit comesto key changes,
theonly differerceis tha it is also usedto enaypt traffic.

Thisinsetion of anaddtiond hierarchy level canalso beused
to grow agroup, if thepreviously assgnedID spaces exhawsted
beauseof the unexpectednumbe of participants.

B.1.f Group Split. If the above group is to be split again into
it's original subgroups, the top layerwith thecommon TEK can
beremoved resultirg in two sepaatetrees.Of course, it isalso
possble to split groupsthathave beenintermingled, theneachof
thetwo new Group Managers(which can be the samemachine)
peformsa Group Leave operationon the foreign memkbers.

B.2 Evaluatian for Improvemert

This certralizedtreebased approachis well suitedfor broad-
castingandhigh-secuity applications. If we corsider the leav-
ing opemationfor a huge group with 4 hillion participants (W =
32) and 128 hit encryption keys, a singe multicast messag®f
araund 1200 bytesis sufficient. It contains all the new keys, ap-
propriately ercrypted that are neessay for the exclusion of
a singde patticipart. Pracesdng this multicast message will re-
quire at most W decwyption opertiors from the other pattici-
parts, with anaverageof less thantwo decryptions.

Ourschemeadievesthe objective of estali shing group-wise
keysto obtan privacy andauherticity, while guararteeingper
fect forward secreq/ without ary trust in third parties.Janing
andsemratian of groups areeasy However, setupimplosionis
anissue. Furthernore, the certral unit which mustbe known by
all participants is a sinde point of failure in the system The
relatively largekey maragenert daabas€O(N ), with N being
thenumber of participants)is anadherminor disadrartageof this
schene. To cope betterwith these issues we will now modify
Centrdized Treekey maragenentinto a conpletely distributed
key marmagenent using a flat key strudure, called Distributed
Flat (D). This approachis well suitedfor dynamic corferenc-
ing apgications without a dedcatedsessiorchair. Since there
are scenarics which require a dedicatedsesion chair, we first
introduce an intermedate solution, Certralized Flat (C”) key
maragemen, which copesbetterwith the memay allocation
for the key spacethanthe certralized tree-based approach (cf.
SectionllI-B), yet presenesthe simicity of thecentalizedap-
proach

C. CertralizedFlat Key Management

Instead of orgarizing the bits of the ID in a hierarchical, tree-
based fashon and distributing the keys acordingly, they can
also be assigred in a flat fashion (Figure 4). This hasthe ad
vantag of greatly redwcing storagerequrements,and obviates
the group maragerfrom the needof keepng all paticiparts in
memory. As long asa participant’sID is known, it canbethrown
out without the needto have kept ary further state(andwhether
it is currertly partof thegroup atal).

TEK
ID Bit #0 KEK 0.0 KEK 0.1
ID Bit #1 KEK 1.0 KEK 1.1
ID Bit #2 KEK 2.0 KEK 2.1
ID Bit #3 KEK 3.0 KEK 3.1

Bit's Value =0 Bit's Value =1
Fig. 4. Simple Key Assignmentfor aFlat ID

In thesimplestcasethe data structure held by the group man
ageris atablewith 2W + 1 ertries.One ertry holds the current
TEK, the other 2IW dlots hold Key Encryption Keys. W rep
reseits the amount of bits in the participant ID. Often, this ID
will betakenfrom the participant’s network address eg. IP ad
dressandport number, in order not to have to keeptrack of the
assgned IDs, since this is alread unique. For eachbit in the
ID, two keys are available.Eachparticipantknows one of those
keys, deendng on the value of the single bits in his ID. He
holds W + 1 keysin total. All keys have associate version ard
revision numbersasin thetreescerario alove.

The tabe cortains2WW KEKSs, two keys for eachbit b € W,
corresnding to the two valuesv € {0, 1} thatbit cantake.
The key asscciatedwith bit & having value v is referred to as
Kb.v (“Bit Keys”). While the keys in the tale could be used
to gereratea treedike keying structure, they canalso be used
indepencently of eachother.

The resultsare very similar to the Tree-BasedCortrol from
Sectionlll-B, but the key spaceis much smaller: For an ID
length of W bits,only 2W +1 keys (including TEK) are needed
indepencent of the adtual number of participants. The number
of paticipantsis limited to 2", soavalueof 32 is considereda
goodchace. For IPv6 andcalculatedDs, a value of 128 should
be chosento avoid collisions. This still keegs the number of
keys andthe size of change messagesmall. Besdesredicing
the stormgeand communication nealed this approachhasthe
advartagetha nobody needs to keeptrackof who is currently a
membae, yetthe group marage is still ade to expel anunwanted
participant.

C.1 Centrdized Flat Operdions

C.la Join Tojoin, apaticipart cortactsthe Group Managr,
whereit is assigned a unique ID and recevesthe keys corre-
spmding to the ID’s bit/value pairs, after previous revision in-
cremert. ThelD may alsobe derivedform the network addess.
As an examge, a newcomer with (binary) ID 0010 would re-
ceive the TEK andthe Key Enciyption Keys K3.0, K2.0, K1.1,
ard K0.0 over the secue setup chamel, aftertheir revision was
increased
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C.1.b Leare. All keys known to the leaving patticipart (the
TEK and W KEKSs) areto be corsidered invalid. They needo be
redacedin away intractalbe to the leaver, but easily computade

for all remaining participants.The Group Manager serdsout a
multicas messag corsisting of two parts: Firstly, it cortains
anew TEK enciypted for eat of the valid KEKs so that ev-

ery participant with at leasta single bit of differencewith the
leaver's ID cancalcudate the new TEK. Secomlly, it contains a
new replacemen KEK ercrypted with both the old KEK and
thenew TEK for eachof theinvalid KEKs, sothatevery patic-

ipart remairing in the group canupdatethe KEKSs it previously

had but doesnat gain ary furtherknowledge about the keys the
other patticiparts have. An exanple for the messge gererated
when the patticipart with (binary) ID 0110 leavesis shavn in

Figure 5.

E(KEK 0.0,y Exek 0.1(TEK) D Bit #0
Exek 1.o(TEK) E(KEK 1.1,y ID Bit #1
Exek 2.0(TEK) E(KEK 2.1,¢,) ID Bit #2
E(KEK 3.0,ep) Exek 3.1(TEK) ID Bit #3
Bit's Value = 0 Bit's Value = 1

The new KEK'’s are encrypted using a function of the old KEK and new TEK

Fig.5. Centralized Flat: Messageto exdude paricipant0110

C.1.c Multiple Joins. The revision numbers of all involved
keys only needto be incremental once. Then,the senershave
to be informed about the new revision to use.

C.1.d Multiple Leaves. Whenconsideing the union of all keys
owned by all leaving participants asinvalid, this will som re-
sultin all, or almostall, of the keys being unusable. Evenif not
all of the keys are tainted a large number of legitimate pattici-
parts will be unableto recoser the new TEK. This canbe over-
come by executirg it similar to the treebased leave. Becaise
keys are nat organizedin a hierachical fasion in Cenralized
Flat,“imaginary” keys are createdin the hierarcty, deiived from
thekeys known to the patticiparts: Theindividual (lowed-level,
leaf)imagnary KEK inthehierachy is calcuatedasafunction
(eg. asimge exclusive-or) of all W KEKs known to thatnode.
The next higherimagnary KEK is equivalentto the functionap-
plied to a subsetof size W — 1 of its realkeys, eg. the KEKs
corresndng to thehighestiV — 1 ID bits, and soon.

Whenworking with theseimaginary keys, theMultiple Leave
algaithm from SectionllI-B can be applied asis. As anaddi-
tional bonus, the order of the KEKs can be rearargedarbitrar
ily, aslong as the subsetrelation descibed above still holds.
This will resut in ashater messag atthe expenseof additional
processingost for the Group Manager

C.1l.e Group Memge. Merging two groups canbe achieved by
thetwo Group Manages ageeirg on a single freshsetof keys
(KEKs and TEK). Each Group Managpr then sends out the new
key encyptedwith theequvaent old key, thenone of the Group
Manages resigrs its position.

This only works if paticipants can keep their IDs. This
strenghers the needfor 'coordinated’ ID assignrert, e.g by
usingsonething derivedfrom the network addesses.

A similar mechanismcan be usedto reaver from the fail-
ure of a Group Manager. After anewv maragerhas beendesig-
naed, he just collectsthe key tadesfrom a few selectedyroup
membe's, and is thusale to recastrud thefull setof 2IW Key
Encryption Keys.

C.1f Group Split. Splitting the group is done amalogously
to the procedue descibed in Sectio I11-B: Ead of the new
groups peaforms a multiple leave for the non-memters. The
main differerce to note is that groups that have been merged
camat take advantag of the simplification mentioned in
Sectionlll-B’s de<ription of Group Split.

C.2 Group Manage Authertication

In the caseof a CertralizedFlat key maragemer scerario, a
very interestingsolution offers itself to the problem of authen
ticating the group managpr, similar to the scremesketcheal in
[29] whichwasindeperdertly proposed It canalso be exterded
to pemit authentication of datasent from a single soucethatis
co-locatedwith the group manayer (asin broaccastscerarios).

To protectagainst a malicious insider “hijacking” therole of
the group marage, traffic from the group marage must be au
thenticatedsud that no insidercan fake theauthenticdion. Ob-
viously, the TEK cannat be usedfor this. The traditional solu-
tion is the use of asymnetric auhertication e.g. RSA, where
the senckr signs a messageor, to offset proceséng cost, the
MACs of several messages. Recéavers can thenvelify the sig-
naurewithout beingalle to gererateit.

Due to the spezial nature of the distribution of the KEKSs,
one cando away with thecastly asymmetric authertication alto-
gether. By using all 2WW KEKs askey to aMAC, 2W MACsare
generated.When a receiver obtairs theseMACs together with
thekey changemessagé¢hat hasthusbeen autherticated,hecan
check all the MACs for which he holds the KEKs. Everybody
hdds a differentset of KEKs, soonly the recever, or the group
manager, are ale to create a valid setof MACs All recevers
can verify that the messge originated from the marager but
no single receiver canfraudulertly createsuch a messageDue
to the symmetiic natue of the used mechaiism, receverswill
not be ableto prove thereceiptof anauhentic messagéo third
parties— but thatis nat arequrementfor the presentapgication.

D. Distributed Flat Key Managenent

The main concems with certralizedapproadesare the dan
ger of implosionand the existenceof a sinde point of failure. It
is thus attractive to seach for a distributed solution for the key
managemern problem This soluion was found in completely
distributing the key datatase of the Certralized Flat approach
suchthatall paticiparts arecreatedequal andnobody hascom:
plete knowledge. As in the Centralized Flat appoach above,
eachpaticipart only holds keys matchirg his ID, so the cad-
laboration of multiple paticiparts is required to propagate key
changesto the whole group. There is no dedicatedgroup man
acer, instea, every participant may perform admissioncontrol
ard otheradnministrative functions.

While sone participantswill be distinguishel as key hold-
ers for sone time, performing sore authoritative fundion, this
function a) is only neededto improve performanceon versian
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changes b) is assigrd natually to the creata of the newest
versionof the key, andc) can be taken over at ary time by any
other participant knowing the key, if that node should seemto
have disappeared If no remaining participant hastha key, no-
body need to be key holder for it. The dutiesof a key hoder
areto heatbeatthe key ard to perform key trarslations. These
operatims will be detailedin the de<ription of the operatins
below.

Sincethere is no group marager knowing about the IDs in
use,thelDs nedl to be gereraed uniquely in a distributed way.
Apparent sdutions would be to use the participant’s network
addessdiredly or to first apply a cdlision-free hash function
onit.

This sctemeis highly resilientto network or nodefailuresbe-
cawse of its inherert self-heding capaility, but is alsomore vul -
nem@bleto inside attacls thanthe others. It offers the sarre secu-
rity to breakin attacls asthe schremesdiscussedbove; tharks
to its higherredlienceto failures it canbe consideed strorger
agpinstadive attacks.

D.1 JoinDynanics

The first participant in the group will find that no heartbed
existsandstart to createits own keys (the TEK andW of the2WW
KEKS), the onesit would have recevedfrom thegroup marager
in Centralized Flat. Thenit starts a heatbeatanrouncing itself
andthe factthat it is key holder for the keys it just geneated
The heatbeat cortainsfor eachkey the key’s ID (bit/value par
asdescribed in Sectim I11-C), version, revision, ard creata’s
addess.In this eaty phase where no previous common key ex-
ists, multiple creatiors of the sane key are resohed asfollows,
exceptthataunicastcomedion is openedbetweerthe key hold-
ersto establisha previouskey.

Eachkey hdder peforms a regular heatbeat serding out a
messageontaining its view of the newestkeys anda shat his-
tory of previous keys, as an auomatic retransmisson in case
somemessage were lost, in a format analogous to those de-
scribed in Sectim I1I-C. Ead participantwho recentlyhascre-
atedakey, will corsideritself a key holder, until it hasreceved
aheartleatsupersedirg his (i.e. having every key atleast asnew
ashis own). This results in a small number of messagesbeing
sentout in a regular fashia, in addtion to the rekeying mes
sagesneededby Centralized Flat. If a key holder should stop
anroundng its function, ary other participantknowing tha key
cantake over. The patticiparts willin g to take over shaild usea
non-flooding election schene to decice. A simge exanple for
sucha schene are expanding multicast rings where the pattici-
part with higherpriority (e.g. highernework address) wins.

D.2 Distributed Flat Opertions

Before the operationswill be described, anumber of concepts
areintroduced which helpto undeistand how the systemworks
with no certralized control and a number of paticiparts per
forming operatiors at the sarre time. This knowledge will also
male it easietto follow the desciption of the join operation.
Parallel Opeaation Since multiple patties may crede new keys
atthesanetime, eachhasto includeitsown ID to assurainique-
nessandthe ID of thekeysit is basedn, sinceonly thisallows
picking the correctkey for decryption. Additionally, there needs

to be an algorithm to unify the resultsof multiple pardlel op-

erdions. Instead of trying to seqiertiali ze all changes we have
devised a simpe, yet efficient cortinuous consersus protocd,

which allows eachparticipart to always use the most current

information

A sampe setof parallel operations for asinge KEK is depicted

on Figure 6, showing three different snaghds of development

happening to the same KEK. Initially, a sinde key is createl

(“roat” circle), thentwo indeperdent opematiors (lineg lead to

two new keys (shown in the left snapstot). As soonasary given

paticipant receivesthesecad key chargemessge,bath claim-

ingtoreplaethesanekey, it needsto meige thesecharges.Our

solution is to put the reaulting keys from both messageaséle-

ments into the Active Sd, the setof current keys (shaad area
in Figure 6. More formally, the Active Set consistsof all the
currert leaf nodesin the key inheritarce gragh. Wherever the
currert KEK needs to be usedto encoding a new key with, the
active setis used(middle srapshd). If a messagennourcing

this charge is receved it will push all its “parent” keys out of

the Active Set,sincethey will no longer beleafs. Theresut of

two more key changes ocauring conaurrently is shown in the
right snapshot (one of the creatas of a new key had only re-
ceived a sinde key charge messaget the time it sent out its

messag).

As we have seen, the creatian of anew key elemetwill remove
leaf statusfrom all current elements of the Active Set, shiink-

ing it to the single new elemert. Thus it canbe easily seen that
the sizeof the Active Setis bounded by the number of parallel

operdionswithin around-trip time.

The key selectorfor aKEK is thustheenumenationof the selec-

tors of the contributing keys; thekeying materialuseds by com-

bining theindividud secets(e.g usingexclusive-a). By keep

ing ashort history cortaining the key elemeftsreaeived during a
round-trip time, ary messag recaved canbe decocd beause
it canonly refererce key elemens from this histoy.

Reslution of parallel opemtiors is only necessaryor versimn

changes.Corcurrert revision changeswill resultin the same re-
sult, indepandently of who performs it. In fact, only two revi-

siors areever neeced for a single KEK elerrert. The first mes-
sageenciyptedwith any KEK is revision O of the current TEK.

To achieve forward secrey, laterjoiners mustbeprevertedfrom

deciphering thismessage. Thisisdoneby serding thenevcomer
revision 1 of the current KEK elemerts through an ercrypted

unicastchanrel. Successokeyswill alsobe enciyptedusingre-
vision 1 and the currert TEK. Inclusion of thecurrent TEK has
alreadybeendonein CertralizedFlat to prevent expelledment

bers from learning the new KEK, here the use of the current

TEK whenercrypting KEKs alsohelpsensue forward secreg.

Active Set

Root Root Root

Time

Fig. 6. Pardlel Key Changes: Key inheitane hierachy snaghots
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Heartbeat When DistributedFlat is not run ontop of areliable
multicag schene,eachKey Holder performsaregular heartteat
sendng out a messageontainng its view of the newest keys
andashort history of previouskeys, asanautanaticretrarsmis-
sion in casesone messagswerelost, in aformat amalogous to
thase describedin Sectian 11I- C. The messge formatis detailed
in Figure 7. Eachparticipantwho recenly hascreatedakey, will
corsideritself aKey Holder, until it hasreceveda heartleatsu-
persedirg his (i.e. having every key atleag asnew ashis own).
This results in a small number of message$eing sert out in
a regular fashion, in addition to the rekeying messages needed
by CertralizedFlat. If a Key Holder should stop amouncing its
function, ary other patticiparnt knowing thatkey cantake over.
The patticiparts willin g to take over shauld usea non-flooding
electian sckemeto decide.

Key coordinae: KEK row/columnor TEK;
Current Active Sd: setof (K, P, M) tuples
(K =key selector, P=parentkey sdector sd,
M=key matrial, encrypted with thekeys from P);
Selectedelementsfrom thehistory in the sameformat
Messag autherticatiion codeusingcurrert TEK;
Messag authertication codeusingan older TEK;

Fig. 7. Heatbeat Messagd-ormat

D.2.a First Participant. The first paticipant in the group will
find that no heartheat exists and start to createits own keys
(the TEK and W of the 2WW KEKS), the onesit would have re-
ceivedfromthe Group Managerin the Centrdi zed Flat scheme
Thenit starts a heartbeat announcing itself andthe factthat it
is Key Holder for thekeys it just geneated The heatbeatcon-
tainsfor eat key the key’s ID (bit/value pair asdescrited in
SectionllI-C), version revision, and creatots address.In this
earlyphase whereno previous common key exists, multiple cre-
atiors of the sane key areresdved as descibed bdow, except
thata unicastconnection is opered beweenthe Key Holdersto
establisha previouskey.

D.2.b Join. All further joins will seethe heatbed andselect
a previous participant (from the serder addessof packets,the

list of key creatos from the heartheat, or expandng multicast
rings)who is willing to adnit them? This introducer will send
the newconer the keys the two of themshare (the TEK andthe

apgicable KEKs, all with increasedevision). KEKs which are

nealed by the newcomer and do not alreadyexist, are created
asin the initial opertion Since the ID canbe calcdated from

the nework address it is easyto selet¢ paticiparts having the

remaining keys (the introducer, having more knowledge about

the group, canassst the newcomer). Theseaddtiond key con-

tributors canperform a simplified acess cortrol procedue if an
accesgortrol tokenis supplied by the first introducer Simgi-

fied pseua-code canbe found in Figure 8.

Although admissioncortrol issues are out of the scope of this
paper, it canbe noted that whenconnectingto a further pattic-
ipart to get some of the remaining keys, a token proving the
successfupreviousadmissioncansimplify this step.

20f course, thenevcomer hasto makesurethattheintroduce is trusworthy,
i.e. both sides perform access control

Newcome:

Wait for packets contaning table geametry and paticipantaddresses;

Sdect members sharing keysand cortact themto obtain keys,
peforming admissioncontrol onthem;

Introdwcer:

Wait for requestfrom nevcomers;

Paform admésion cortrol and esablish shaedsecet,
Send TEK andshaed KEKs on an encryptedconnedion;

Fig. 8. Joinng a Distributed Flat Group

D.2.c Leave. Theleave operaion works amalogous to the de-
scription in Sectim 111-C, with the patticipart taking care of
soneore’sleave (“excluder’) becaning Key Holder of this new
version amouncing the new key and who hasleft (to update
the other patticiparts Admisson Contrdl). Sincethe excluder
will not know all keys whose version need to beincreased the
currert Key Holder of theseKeys will perform the version in-
creas; it works as a “key relay'. Participants wishing to leave
alsocaninitiate this operatian through a key relay (without sup
plying themnew keying materal which they are not sugposedto
know). Psewdo-codefor this operdion canbe foundin Figure 9.

Expeler:
Mark table enties known by expeled paricipantas forbidden
Crege new TEK andnewv KEKs for marked keysshared with theexpeled,;
Send outmessagewith enaypted new keys, list of markedertries,
and updaesto admissioncontrol (if necessary)

Key Holder recaving that messag:
Relay messag: Creat new keysfor KEKs ownedand sendthemout;

Fig.9. Leaving a Distributed Flat Group

The other operaions suchas multiple joins and leaves ard
group merges can be performed anal@ousto the descrigion in
Sectionlll-C when making use of the relays,sinceno pattici-
pant is suposedto know more thanits shareof keys.

E. Collusion and Reovery

In the Tree approach expdling cadluding paticiparts does
nat involve more work than expelling the sane number of non-
cdluding participants.In the Flat approactes colluding mem:
bers sharing their keys thus bemme immure to individual ex-
pds of menbers. To excludesuppaosedly colluding menbers, the
union of their keying materal hasto be excluded at once. This
union may alsoinclude unsuspeting paticipants who hapen
to shareeach of thdr individual KEKs with at leastone of the
“badguys’. In this section we will andyzetheimpad of mass
exclusion ard presert ways to redwceit.

We have alsoseen thattwo cardully chosenpatticipartswith
complemertary IDs know—if they co-opeate—allthe group’s
keys, andthus canonly be expelled by re-creatingthe group,
they bemme “resigant”. One soluion to this problem is to
widen the matrix, thus increasingthe minimal number of par
ticipants. Altough the schemes have beendescribedin terms of
bits, it can be generlizedto symbds with any numbe of values
V', e.g by combining severalbits into onesymbal. For thesame
sizelD, thiswill reducethe number of symbals W and thus the
number of keys eachparticipantwill hold. At thesameime, this
will increase thenumber of keys a colluding group needso hold
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to V persymbol, requiring atleastV’ conspiratorswith carefully
chosenlDs to becaneresigart.

For a typical output of a hash function used for ID creation
(128 bits), the matrix sizesmay thus range from 2' by 128 to
2128 py 1 (widthx height).

For CertralizedFlat,increasig V' hasthedrawbackthatmore
storage is needel at the group marage (the participantsare not
affected. For Distributed Flat, starage is not increasedbut in-
creaing V' will wealenthe comectvity network, so more re-
lay operatians are neededto peiform leave operatins. Thus, V'
shauld be chosenbasedon estimatef the total group size and
the expectednumber of colluding participants.

Innocent Members Excluded (%)

1024*12 -+

200 400 600 800
Collusion size

1000

Fig. 10. Expdling Colluding Groupsfor Different Matrix Sizes (log scde)

The probakility for ary legitimatememkberto bewrongly ex-
cludedwhenexpdling largecdlusionsis shownin Figure 10 on
alog scale. The lines represen the behavior for differenttade
sizes represeted by their size (V' columns by W rows). They
represen typicd talle sizesthat canbe achieved if thelD is the
output of a 128 hit hashfunction.

As canbe seen even with modesttable sizes,it is passble
to exclude large amounts without major interfererce with the
group operatimn. Setting the table width to the maximum cd-
lusionsize keepsre-joins below 1%, increaing it slightly mas
sively reduces re-joins. Slight pararoia, i.e. assunng collusions
where therein fact arerit is thus a viable policy.

To further reduce the impact for the mis-excluded pattici-
parts, the group manager (CertralizedFlat) or admitting mem-
ber (Distributed Flat) may include a token in its original re-
spmse.This token may laterbe used to ohtain the currert ver
sions and revisions of the TEK ard the sane KEK setagain
fromthe original introducer Limited admission control needto
be performed but only to checkwhetter the adrissalility has
been revoked. Sucha token may alsobe usedasthe basisfor
an ercryption key, to avoid amother establishrent of a shared
secret.If the introducer does not want to keep statefor each
successfuadnisgon, the token can be constricted asfollows:
Hg(time| PeerlD | Group ID | PeeNetwork Address, where |
is the concateration operata, Hg is a MAC keyed with S, a
key only known by theintroducer, the only stateto bekept. The
party warting to bere-admitted canthensubmit the information
usedto build the token authenticatedby using the token as a
key to aMAC covering the submitted data.

IV. TRANSITIONS

As we have seen,the three schenes discussedare closely
related Not only is it possible to have the schemesworking
togetherin a hybrid fashion(i.e. one pat of the key spaceis
maraged by one sckeme,while andher, possibly ovedappng,
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pat is managdby ampther schene), it is also possible to switch
beweenthemat run-time quite easil, adaptirg to the applica-
tion's needs whenever required. Useful trarsitions are idertifi ed
in Figure 11.

Lossles}

Large Message

Lossless

Centralized
Flat

Centralized
Tree

Distributed
Flat

Lossles$

1 No security gain for old participants: Colluding old participants still
cannot be expelled, participants joining after the transition can.
2 Previous group manager still knows all keys and cannot be easily ex}

Fig. 11. TransiionsBetweenthe ThreeSchemes

A. Flat-Flat Transitions

Switching between the two flat schenesis simde, beause
they usethesamedatastructure. This trarsition pairis therefore
very attractive, allowing a hetengeneas appoach combining
theadwartagesof both schemes: CertralizedFlatis usedwhen
ever possibleto simfify the paticipants’ operdion.

To perform the switch towards Distributed Flat, the group
manager notifiesthe group of the change, assiss in eleding the
first set of key holders,ard thenforgetsall the keys. Shauld the
group manager bedysfunctional, the remairderof thegroup can
ageeon the trarsition and peiform the election among them:
seles. For tha, ary electionschene can be used such as[30].

To gettowards CentalizedFlat, a new group maregeris ap-
pointed which starts colleding all thekeys fromthecumrert key
hoders and builds a compete talde. The nev group marager
shaild be chosencaretilly, sincetherewill be noway to expel
it shat of re-creatingthe group.

B. CentrlizedCentmlized Transitions

The transitions betweenthe two centrdized schemesare
somewha more involved as they require changesin the orga-
nization of the keys. To createa hierarcchy from the flat tade,
amply the following scheme to eachKEK in the newly-createl
hierarchy: The lowest-level (lea) KEK in the hierarchy is cal-
culatedas afunction (e.g asimple exclusive-or) of all W KEKs
known to that node. The next higherimagnary KEK is equva-
lent to thefunction appliedto a sutsetof sizeW — 1 of its real
keys, eg. the KEKs carregponding to thehighestiV — 1 1D bits,
ard soon. All the patticiparts similarily credaethe W tree keys
they shaild know. This key calcdation canbe donelazily, only
whenakey is actually needel. As this transition obviously does
nat strergthenthe systemagainst previously unsuspectedcollu-
siors, it is advisable to gradwally redaceall the auo-gereratel
keys after the trarsition.

The transition from treeto certralizedflat is easyif keys for
the flat structure are sert out when participantsjoin the tree.
Ead participant thus gets a “sleepng” flat structure, which is
stored until the transition takesplace.While thetransitionis oc-
curring, the participantscombine eachKEK in it with thecurrent
TEK (eg. by hashig themor usingexclusive-a), obtaining the
new KEKs. This processs necessaryo ensue that previously
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expelled participantscamot sne& back into the group during
thetrarsition.

If atransitionfrom Certralized Flat to Centralized Treeand
bad shodd be possible the KEKs shauld be passedthrough a
one-way function on thefirstcharge

V. EVALUATION

The three preseted sclemesof Versakey behave differertly
in tems of offered functionality, achieved perfformance,and
how they deal with secuity threas. Thesepropertieswill now
be explored.

A. Offered Functionality

Tablelll compares the propeties for each scheme Most
propertiesare self-explanatay, the otheis aredescriled here:
Multiple leaves Dealingwith multiple leavesis more difficultin
the approachesusing flat datastrutures. Having multiple invali-
dated fields causeghetable to becme spase, thus the mecha-
nismsof the CertralizedTreeapproachcanrot beused Forcing
out cdl aborating ertiti es is difficult.

Easily remverable If the group marmageror other group mem-
bers sudderly disappar the Flat approactescanrecover from

this situation by either electing a new group manaer in the

Centrdized approach or shifting key holders in the distributed
approach This does not involve the cooperatian of the whole

group, but only afew paticiparts. Thusfailure recovery or self-
heding canbe achiezed

Assgned IDs While the Certralized Flat approac can work

with assigredIDs, it maybe unwartedto remenbertheassign-
mert of IDs, ard thus the useof IDs definedby the network (or

afunction therof) may be preferred.

Exclusion of cdluding participants This is possiblein the Flat
schenesof Versakey, but may alsoexclude a number of vaid

patticiparts, which will needto re-join.

B. Usealility

While the certralizedappoachesare bettersuitedfor broad-
castingandhigh-secuity applicaions, the distributed approach
fits more into dynamic conferercing without a dedicatedses
sion chair. While menory recquiremerts for the group marager
aresignificantly higherin the Tree scerario (seemenory con-
sumpion below), this allows for anaddtional level of cortrol,
andmaythusbe neesary anyway, and worthits costin certain
apgications.

The multitude of availabe featues suchas peffect forward
secrey, self-healing no neal for participants to cogoerate or
retun chamelsto the manager, the posshility to make a tran-
sition form one sckemeto the othea, migrate control ard no
required trust in third parties allow these appoachesto fulfill
mary differert basicneeds.They conpare favorably to exist-
ing approaches in terms of simplicity, reliability, computatioral
requiremerts andachieved security.

C. AchievedPerformarce

Ressource usag is a critical paint in all apgications that of-
fer cryptographic fundions. Relevart costs (bath for the group
marager ard the participants)are:

+ CPUconsunption

« Memay corsunption
« Communicdion bardwidth
« Typicd endto-end operationdday

Parts of Versakey (especiallythe Tree and Distributed Flat
approactes)have beenimplemented for specificmeasurenments
seeSectio V-D. In view of the simficity of the presered ar
chitecture,asound asgssmetof theinvolved costscanbemack
for all approactes. The upper bounds given ascorcrete values
aresofar confirmedby our implemertation, and areappropriate
for a Sun “Ultra 1/170” workstation. The following two tables,
TabelV ard TableV, highlight the recuired amaunt for eah
primitive function to achieve a join or leave operatian. Datais
given for the group manager ard the participants for both the
CentalizedTreeandCentrdi zed Flat mocel.

W indicatesthe depthof atree(equalto logs(N)), or the size
of atable in theFlatcaseatypical valueis 32. Algorithmsused
are MD5 for revision increments and MAC conputation, and
IDEA for enciyption operatiors. As canbeseenn the'Cost per
Furction’ column, key setup for IDEA in deciyption mode is
more expensive thanit is for encryption mode. This hasto be
taken into accownt astheintemal key schedlesusuallywill not
be cached by the group marager Particparts may precanpue
ard cachethem for thar own keys if required. Pleasenote that
computatioral costsof cryptographc functionsasoutlined here
areworst casemeasuements. Hand optimized coce and better
performing platforms may offer sigrificantly shater processing
times.Gainsof afactorup to five have beenobsened.

All function cownts in the tables are given as atomic. They
may involve multiple encryptions or hash calcuations, whose
costs have beengivenin the concretefigures. Thus W — 1 hash
operaionswould require lessthan(W — 1) % 0.01ms. Thecost
alsoincludeskey setuyp times for encryption/decryption algo-
rithms.

An additional cost,incured by all participantscoversmem
ory maragemer, treetraversal, MAC computationfor outgoing
messages etc. A consewative estimateof the expectedcostsper
operation for ead participantplacesthis below 0.03ms.

The costsfor thefirst threeoperatiansin the table canbe del-
egatedto a dedcatedreplicatedsetup componentthatdoesonly
the asymmetric conmputations and accesscontrol verification.
This saves the cental group maragerconponert most of the
load for thejoining of new participants.Becawseof the simplis-
tic admission control used the current implemertation of Ver
saKey doesnot allow more than 20 joins per secand. However,
more joins are possible,if this admissioncontrol cormponert is
adequatelyenrancel.

In the caseof the Distributed Flat approach,the costsof the
CentrlizedFlat approachapply, but somepatticiparts addtion-
ally incur the costs of the group marage in the cential Flat ap-
proad. In the bestcase the sum of the additional costsis the
sameasthe costof the group manayer.

For all scerarios, additional periodic costs may incur. To
achieve peffectforward secrey, thegroup mammgermaychoose
to update its own secré value (used to estblish a sharedse-
cret with joining patticipans, for exanple a Diffie-Hellman key)
regularly, e.g once anhour. Thiswould not change anything for
currert participants,it would just put a small additionalload on
thegroup manayer.
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TABLE Il
PROPERTIES OF THE VERSAKEY SCHEMES

| Propetty | Tree | CentalizedFlat | DistributedFlat |
Allows estaltishmert of group-wise key to yes yes yes
acheve privagy andor auttenticity
Perkectforward sececgy yes yes yes
Dynamicjoin andleave canbe handed yes yes yes
Trustin third pattiesrecuired no no no
Desigredfor one central cortrolling entity yes yes no
Controlling entity mustknow all participants yes no no
Multiple leaves yes difficult difficult
Exclusionof cdluding paticiparts yes difficult difficult
Joining andsepaation of groups easy yes yes
Setupimplosionis anissue yes yes no
Return chanrel requred during operation no no yes
AssgnedIDs or Network IDs both bath network
Sinde point of failure yes yes no
Easilyrecoverable no yes yes
Smalldatabae no yes yes
Involvementof multiple partiesfor leave/join no no yes

Memory consumption is very differentin the Treevs. Flat
scenaios. For the Tree,the group manayer needs to had all v
patticiparts, andanaddtiond N — 1 KEK nodes. This corre-
spmds to a storage of abaut 40 bytespertreenodeor leaf, in an
unconpres®dtree, or two timesthis figurefor eat prospective
patticipart. Thetreecan be spasely populatedand compressed
It canalsobegrown at run-time, so the group maragernee not
commit to a certainsizein the beginning. In the Treescerario,
menory requrementsfor ead participant anmount to W times
40bytes,or lessthan10kB evenfor IPv6IDs. In the Flatscenar
ios, the memory requrementfor eachpaticipan andthe group
marager is small. Somne additional informationmay needstor
age such askey ownership but total cost is below 20kB in all
casesThis makesthe approach usableon platforms with com-
pamatively redicedresairces suchasembeddedsystems.

On the communication side join operatins in certralized
scenaios induceno additional traffic, andpatticiparts are nati-
fied of key revision chargesimplicitly, by therecepion of mes
sagesercryptedwith a higher revision number. A leave oper
ation cawses a messag considing of 2W new ercrypted keys
eachat 24 bytes— if we assune the key lengh to be 128 bits
— to be sen, or about 1-2 kB. This messge may neal to be
retransmittedin one of the reliable multicastimplementatiors,
increasingthe participantsdday until he recevesthe updated
keying materal. In the Distributed scerario, multiple excharges
arerequired, resulting into 2W multicastmessagesin theworst
caseThis mayalso involve afew unicastmessage®® covergaps
between unrelatedsubgroups.

D. MeasuedSystemBehavior

The following measuemerts cover the Tree approachof Ver-
sakKey. To perform the measurements,a small distributed envi-
ronmentwassetup, incorporating our prototype. Theimplemen-
tationusesa growing treestructure and losslessommunication
of key charge datais assuned.

The depcted scenaio consids of a group of 20000 pattici-
pants, with one dedicatedserder and group marage and two
dedicatedadmission control machines. Admisson control may
beperformedatarateof 20 participantsper secoml in total. This
limit hasbeenchaosen by asaiming that it requres anestati sh
ment of a shaed seaet using Diffie-Hellman key agreemen
25% (5000) of the participarts are readyto join at the begin-
ning of the test which runs for 7200 secmds. For eachof these
7200 secords, eachnon-memter may initiate a join operatian
with a probalility of 1%. At the sametime, the group marager
is excluding every participant with a probability of 0.1%, and
0.01% of the patticiparts defiritively leave theted setupin eat
secoml.

Most prominert in this scenaio is the overload onthe admis-
sioncomporerts (cf. Figure 12). For thefirst 30 minutes,admis-
sionis catchirg up with the 5000 patticiparts that wart to join
from the beginning, ard the one additional percent that comes
in every secand. Soon after admissioncortrol catchesup, ard
no joins remain pendng, leave and join actiors balarce eat
other out, due to the naure of the chosenscenaro. Erosion of
paticipants, by thosethat leave permanertly becomesvisible.

The amount of operaionsrequred by thegroup managerand
the participantsaresignficantly differert. The depcted amount
of opefatiors per secand stand for the number of atamic op-
eraionsrequired dueto leave andjoin operatiors. The peakof
700 operatiors per secoml for the sener is cawsed by a peakof
30 leaving and 20 joining patticiparts at the sane time. Due to
the esentially rancdbm leaving behavior in the experiment, the
fictious clientwith id 0’ thatwas chaosen as referernce point ex-
perienced peals of up to 60 neessay operations per secand.
This happens whenthe amaunt of participantsthat leave from
a closely relatedbranchhasdisproportiate size. Othewise the
client loadmiddesout nicely, on aleve reflectingthelogarith-
mic nature of this key managnmentscleme.

The observed network peaktraffic of approx. 1000 messages
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TABLE IV
CPU USAGE — TREE

Function Cost per Jan Operatian Leave Opeaation
Function GM | Newcorrer | Participants GM | Patticiparts
DH Agreenent | < 100ms 1 1 - - -
RSA Signatue | < 200ms 1 1 - (2 -
RSA Verify < b0ms 1 1 - - (1)
Key Gereratin | < 0.05ms 1 - - W -1 -
Hash <0.0lms | W—1 -|l1...w-=1)P - -
Enayption <0.0lms | W—1 - —| 2w -3¢ -
Decryption < 0.02ms - W -1 - -l1...w-1¢
2]f asymmetic authentcation required, e.g.if denal of seviceby participartsis anissue
bOperdion needsto takeplace eventualy, latestat the next leawe of corcern to this partcipant. Mean over al participantsis below 2
¢Includesdouble encryption of new keys
dMeanfor all participantsis below 2
TABLE V
CPU USAGE — CENTRALIZED FLAT
Furction Cost per JoinOperatin Leave Operatim
Furction GM | Newcomer |  Patticiparts | GM | Participants
DH Agreemert | < 100ms 1 1 - - -
RSASigmature | < 200ms 1 1 -1 (v -
RSA Veliify < 50ms 1 1 - - ()
Key Genemation | < 0.05ms 1 - - W -
Hash <0.0lms | W+1 - 1...(W+1)pP - -
Encryption <0.0lms | W+1 - — | 2we* -
Declyption < 0.02ms - W+1 - - 1...(W+1)

¢1f asymmetic authentcation required e.g.if denal of seviceby participartsis anissue
bOperaion neadsto takeplaceeventualy, latestat thenext leawe of corcern to this participant. Mean over all participantsis below 2

€Includesdouble encryption of new keys
dMeanfor all participantsis 1 + W/2

perminute, with amessagsizeof 728 bytes,reallts in aloadof
belov 100 kbit/secontheertire group. Thisis aworst case sce-
natio measuemant bothin termsof pefformedoperatiorsonthe
involved machnes, and in terms of producedmessages. Here
all joins and leaves were assumedto be aternaing, requring
themaxmum amaunt of work on the key tree,andno grouping
of e.g.leave operations wasperformed. By grouping leavesinto
one operatian persecad, theaverage number of messagescould
bereducedby afactorof over 20, with anaverage messag size
of lessthan4000 bytes,restiting in anetgain of afacta of four
onthenetwork load

VI. CONCLUSIONS AND FURTHER WORK

In this paperwe preseted the Versakey middleware frame-
work for secuwe multicasting The core of the framework con-
sists of three appoaches which have different properties, but
rely on the samebasic principle. All our approactes orgarize
thespaceof keysthatwill eventudly be assgned to group mem-
bers in a unique way, without actually gereraing the keys be-
fore they are needed. Only when new group keys needto be
establishegthey are geneatedanddistributedto only themem-
bers of the group affectedby a change. Our organization of the
key spaceassiresthatall operaionson groupsmaybe executed

with a cormplexity of O(logN) or less wher N is the size of
the group, andthe complexity is measuedin the size and num-
ber of messagesxcharged and the number of cryptograptic
operdionsto be peformed by ary of the participants.

Our three approactes differ in same important agects.
Among others, they offer the userof the middleware a chace
between
« centalizedor distributed key maragemert,

« No or sometrust in other paticiparts,
« varying degreesof load on the participants,and
« tight control of the group or failsafedistributed operation

As discussedn theintroductory sectia, variousauttorshave
published work on secue multicaging schemes Sone of the
propertiesaspresentedn Table Il are alsoofferedby their ap-
proades,but we are not awareof ary schene that hasall these
propertieswhile maintaining the efficiency of ours.

Sone consideratins desene further studies. Although two
preliminary implementatiors are avail able andworking, we still
lack experimerts using real-world large, distributed groups; to
this erd, the integraion of our experimental sotwareinto cur-
rertly availade IP<c platformsis plamed More specifically,
one Versakey key maragenentapproachis beeirg joined with
the successr of SKIP [15], to provide transparert security to
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Fig. 12. Measuramentsfor the Tree Approach of Versakey

group communicatioans in the cortext of the Internet Pratocd
Suite. At the sametime, efforts are going on to extendour ap-
proachof the cortinous corsensugrotocd usedfor recandla-
tion of key charges in distributed ervironmerts, andto develop
adistributedschene that is more collusion regstart.

While a detailedaralysison secuity issues canbe found in
the Appendix of [31], we believe this warrantsfurther study.
Enharced and efficient admission contral is a challerge on its
own ard requresfurther studes. Furthermore, we articipatethat
batding of leave operdions may be mademore efficient with
optimal grouping of the participarts leaving within some time
interval. Pracedues on how to optimally alocatethe IDs are
underinvegigation.
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